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Preface

During the past eight years since the publication of the third edition—a three-volume set—of The
Biomedical Engineering Handbook, the field of biomedical engineering has continued to evolve and
expand. As a result, the fourth edition has been significantly modified to reflect state-of-the-field knowl-
edge and applications in this important discipline and has been enlarged to a four-volume set:

o Volume I: Biomedical Engineering Fundamentals

o Volume II: Medical Devices and Human Engineering

o Volume III: Biomedical Signals, Imaging, and Informatics
o Volume IV: Molecular, Cellular, and Tissue Engineering

More specifically, this fourth edition has been considerably updated and contains completely new
sections, including

+ Stem Cell Engineering
o Drug Design, Delivery Systems, and Devices
 Personalized Medicine

as well as a number of substantially updated sections, including

 Tissue Engineering (which has been completely restructured)
o+ Transport Phenomena and Biomimetic Systems

o Artificial Organs

o Medical Imaging

 Infrared Imaging

» Medical Informatics

In addition, Volume IV contains a chapter on ethics because of its ever-increasing role in the biomedical
engineering arts.

Nearly all the sections that have appeared in the first three editions have been significantly revised.
Therefore, this fourth edition presents an excellent summary of the status of knowledge and activities of
biomedical engineers in the first decades of the twenty-first century. As such, it can serve as an excellent
reference for individuals interested not only in a review of fundamental physiology but also in quickly
being brought up to speed in certain areas of biomedical engineering research. It can serve as an excel-
lent textbook for students in areas where traditional textbooks have not yet been developed and as an
excellent review of the major areas of activity in each biomedical engineering sub-discipline, such as
biomechanics, biomaterials, bioinstrumentation, medical imaging, and so on. Finally, it can serve as
the “bible” for practicing biomedical engineering professionals by covering such topics as historical
perspective of medical technology, the role of professional societies, the ethical issues associated with
medical technology, and the FDA process.

ix
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Biomedical engineering is now an important and vital interdisciplinary field. Biomedical engineers
are involved in virtually all aspects of developing new medical technology. They are involved in the
design, development, and utilization of materials, devices (such as pacemakers, lithotripsy, etc.), and
techniques (such as signal processing, artificial intelligence, etc.) for clinical research and use, and they
serve as members of the healthcare delivery team (clinical engineering, medical informatics, rehabili-
tation engineering, etc.) seeking new solutions for the difficult healthcare problems confronting our
society. To meet the needs of this diverse body of biomedical engineers, this handbook provides a cen-
tral core of knowledge in those fields encompassed by the discipline. However, before presenting this
detailed information, it is important to provide a sense of the evolution of the modern healthcare system
and identify the diverse activities biomedical engineers perform to assist in the diagnosis and treatment
of patients.

Evolution of the Modern Healthcare System

Before 1900, medicine had little to offer average citizens, since its resources consisted mainly of physi-
cians, their education, and their “little black bag.” In general, physicians seemed to be in short supply,
but the shortage had rather different causes than the current crisis in the availability of healthcare pro-
fessionals. Although the costs of obtaining medical training were relatively low, the demand for doctors’
services also was very small, since many of the services provided by physicians also could be obtained
from experienced amateurs in the community. The home was typically the site for treatment and recu-
peration, and relatives and neighbors constituted an able and willing nursing staff. Babies were delivered
by midwives, and those illnesses not cured by home remedies were left to run their natural, albeit fre-
quently fatal, course. The contrast with contemporary healthcare practices in which specialized physi-
cians and nurses located within hospitals provide critical diagnostic and treatment services is dramatic.

The changes that have occurred within medical science originated in the rapid developments that
took place in the applied sciences (i.e., chemistry, physics, engineering, microbiology, physiology, phar-
macology, etc.) at the turn of the twentieth century. This process of development was characterized by
intense interdisciplinary cross-fertilization, which provided an environment in which medical research
was able to take giant strides in developing techniques for the diagnosis and treatment of diseases. For
example, in 1903, Willem Einthoven, a Dutch physiologist, devised the first electrocardiograph to mea-
sure the electrical activity of the heart. In applying discoveries in the physical sciences to the analysis of
the biological process, he initiated a new age in both cardiovascular medicine and electrical measure-
ment techniques.

New discoveries in medical sciences followed one another like intermediates in a chain reaction.
However, the most significant innovation for clinical medicine was the development of x-rays. These
“new kinds of rays,” as W. K. Roentgen described them in 1895, opened the “inner man” to medical
inspection. Initially, x-rays were used to diagnose bone fractures and dislocations, and in the process,
x-ray machines became commonplace in most urban hospitals. Separate departments of radiology were
established, and their influence spread to other departments throughout the hospital. By the 1930s,
x-ray visualization of practically all organ systems of the body had been made possible through the use
of barium salts and a wide variety of radiopaque materials.

X-ray technology gave physicians a powerful tool that, for the first time, permitted accurate diagnosis
of a wide variety of diseases and injuries. Moreover, since x-ray machines were too cumbersome and
expensive for local doctors and clinics, they had to be placed in healthcare centers or hospitals. Once
there, x-ray technology essentially triggered the transformation of the hospital from a passive receptacle
for the sick to an active curative institution for all members of society.

For economic reasons, the centralization of healthcare services became essential because of many
other important technological innovations appearing on the medical scene. However, hospitals
remained institutions to dread, and it was not until the introduction of sulfanilamide in the mid-1930s
and penicillin in the early 1940s that the main danger of hospitalization, that is, cross-infection among
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patients, was significantly reduced. With these new drugs in their arsenals, surgeons were able to per-
form their operations without prohibitive morbidity and mortality due to infection. Furthermore, even
though the different blood groups and their incompatibility were discovered in 1900 and sodium citrate
was used in 1913 to prevent clotting, full development of blood banks was not practical until the 1930s,
when technology provided adequate refrigeration. Until that time, “fresh” donors were bled and the
blood transfused while it was still warm.

Once these surgical suites were established, the employment of specifically designed pieces of medical
technology assisted in further advancing the development of complex surgical procedures. For example,
the Drinker respirator was introduced in 1927 and the first heart-lung bypass in 1939. By the 1940s,
medical procedures heavily dependent on medical technology, such as cardiac catheterization and angio-
graphy (the use of a cannula threaded through an arm vein and into the heart with the injection of radi-
opaque dye) for the x-ray visualization of congenital and acquired heart disease (mainly valve disorders
due to rheumatic fever) became possible, and a new era of cardiac and vascular surgery was established.

In the decades following World War II, technological advances were spurred on by efforts to develop
superior weapon systems and to establish habitats in space and on the ocean floor. As a by-product
of these efforts, the development of medical devices accelerated and the medical profession benefited
greatly from this rapid surge of technological finds. Consider the following examples:

1. Advances in solid-state electronics made it possible to map the subtle behavior of the fundamental
unit of the central nervous system—the neuron—as well as to monitor the various physiological
parameters, such as the electrocardiogram, of patients in intensive care units.

2. New prosthetic devices became a goal of engineers involved in providing the disabled with tools
to improve their quality of life.

3. Nuclear medicine—an outgrowth of the atomic age—emerged as a powerful and effective
approach in detecting and treating specific physiological abnormalities.

4. Diagnostic ultrasound based on sonar technology became so widely accepted that ultrasonic
studies are now part of the routine diagnostic workup in many medical specialties.

5. “Spare parts” surgery also became commonplace. Technologists were encouraged to provide car-
diac assist devices, such as artificial heart valves and artificial blood vessels, and the artificial
heart program was launched to develop a replacement for a defective or diseased human heart.

6. Advances in materials have made the development of disposable medical devices, such as needles
and thermometers, a reality.

7. Advancements in molecular engineering have allowed for the discovery of countless pharmaco-
logical agents and to the design of their delivery, including implantable delivery systems.

8. Computers similar to those developed to control the flight plans of the Apollo capsule were used
to store, process, and cross-check medical records, to monitor patient status in intensive care
units, and to provide sophisticated statistical diagnoses of potential diseases correlated with spe-
cific sets of patient symptoms.

9. Development of the first computer-based medical instrument, the computerized axial tomogra-
phy scanner, revolutionized clinical approaches to noninvasive diagnostic imaging procedures,
which now include magnetic resonance imaging and positron emission tomography as well.

10. A wide variety of new cardiovascular technologies including implantable defibrillators and chem-
ically treated stents were developed.

11. Neuronal pacing systems were used to detect and prevent epileptic seizures.

12. Artificial organs and tissue have been created.

13. The completion of the genome project has stimulated the search for new biological markers and
personalized medicine.

14. The further understanding of cellular and biomolecular processes has led to the engineering
of stem cells into therapeutically valuable lineages and to the regeneration of organs and tissue
structures.
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15. Developments in nanotechnology have yielded nanomaterials for use in tissue engineering and
facilitated the creation and study of nanoparticles and molecular machine systems that will assist
in the detection and treatment of disease and injury.

The impact of these discoveries and many others has been profound. The healthcare system of today
consists of technologically sophisticated clinical staff operating primarily in modern hospitals designed
to accommodate the new medical technology. This evolutionary process continues, with advances in the
physical sciences such as materials and nanotechnology and in the life sciences such as molecular biol-
ogy, genomics, stem cell biology, and artificial and regenerated tissue and organs. These advances have
altered and will continue to alter the very nature of the healthcare delivery system itself.

Biomedical Engineering: A Definition

Bioengineering is usually defined as a basic research-oriented activity closely related to biotechnology
and genetic engineering, that is, the modification of animal or plant cells or parts of cells to improve
plants or animals or to develop new microorganisms for beneficial ends. In the food industry, for
example, this has meant the improvement of strains of yeast for fermentation. In agriculture, bioengi-
neers may be concerned with the improvement of crop yields by treatment of plants with organisms to
reduce frost damage. It is clear that future bioengineers will have a tremendous impact on the quality
of human life. The potential of this specialty is difficult to imagine. Consider the following activities of
bioengineers:

» Development of improved species of plants and animals for food production

« Invention of new medical diagnostic tests for diseases

+ Production of synthetic vaccines from clone cells

+ Bioenvironmental engineering to protect human, animal, and plant life from toxicants and
pollutants

o Study of protein-surface interactions

« Modeling of the growth kinetics of yeast and hybridoma cells

+ Research in immobilized enzyme technology

o Development of therapeutic proteins and monoclonal antibodies

Biomedical engineers, on the other hand, apply electrical, mechanical, chemical, optical, and other
engineering principles to understand, modify, or control biological (i.e., human and animal) systems
as well as design and manufacture products that can monitor physiological functions and assist in the
diagnosis and treatment of patients. When biomedical engineers work in a hospital or clinic, they are
more aptly called clinical engineers.

Activities of Biomedical Engineers

The breadth of activity of biomedical engineers is now significant. The field has moved from being con-
cerned primarily with the development of medical instruments in the 1950s and 1960s to include a more
wide-ranging set of activities. As illustrated below, the field of biomedical engineering now includes
many new career areas (see Figure P.1), each of which is presented in this handbook. These areas include

+ Application of engineering system analysis (physiological modeling, simulation, and control) to
biological problems

o Detection, measurement, and monitoring of physiological signals (i.e., biosensors and biomedical
instrumentation)

« Diagnostic interpretation via signal-processing techniques of bioelectric data

 Therapeutic and rehabilitation procedures and devices (rehabilitation engineering)

+ Devices for replacement or augmentation of bodily functions (artificial organs)
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Biomechanics
Biomaterials Human performance
Molecular, cell, and engineering
tissue engineering Rehabilitation engineering

Drug design and delivery
systems

Bioelectric and physiologic
systems modeling
Regenerative medicine

and cell therapies Biosignals and biosensors

Biomedical instrumentation

Personalized medicine, genomics,
and devices

and proteomics

Biomimetics Neural engineering

Micro and nanotechnology
and bioMEMs Medical and infrared imaging
Prosthetic devices

A Medical robotics
and artificial organs

Telemedicine and E-health Medical and biological analysis

Clinical engineering Biotechnology

Medical and bioinformatics

FIGUREP.1 The world of biomedical engineering.

Computer analysis of patient-related data and clinical decision making (i.e., medical informatics
and artificial intelligence)

Medical imaging, that is, the graphic display of anatomic detail or physiological function

The creation of new biological products (e.g., biotechnology and tissue engineering)

The development of new materials to be used within the body (biomaterials)

Typical pursuits of biomedical engineers, therefore, include

Research in new materials for implanted artificial organs
Development of new diagnostic instruments for blood analysis
Computer modeling of the function of the human heart

Writing software for analysis of medical research data

Analysis of medical device hazards for safety and efficacy
Development of new diagnostic imaging systems

Design of telemetry systems for patient monitoring

Design of biomedical sensors for measurement of human physiological systems variables
Development of expert systems for diagnosis of disease

Design of closed-loop control systems for drug administration
Modeling of the physiological systems of the human body

Design of instrumentation for sports medicine

Development of new dental materials

Design of communication aids for the handicapped

Study of pulmonary fluid dynamics

Study of the biomechanics of the human body

Development of material to be used as a replacement for human skin

Biomedical engineering, then, is an interdisciplinary branch of engineering that ranges from the-

oretical, nonexperimental undertakings to state-of-the-art applications. It can encompass research,

development, implementation, and operation. Accordingly, like medical practice itself, it is unlikely

that any single person can acquire expertise that encompasses the entire field. Yet, because of the



xiv Preface

interdisciplinary nature of this activity, there is considerable interplay and overlapping of interest and
effort between them. For example, biomedical engineers engaged in the development of biosensors may
interact with those interested in prosthetic devices to develop a means to detect and use the same bio-
electric signal to power a prosthetic device. Those engaged in automating clinical chemistry laboratories
may collaborate with those developing expert systems to assist clinicians in making decisions based on
specific laboratory data. The possibilities are endless.

Perhaps, a greater potential benefit occurring from the use of biomedical engineering is identification
of the problems and needs of our present healthcare system that can be solved using existing engineer-
ing technology and systems methodology. Consequently, the field of biomedical engineering offers hope
in the continuing battle to provide high-quality care at a reasonable cost. If properly directed toward
solving problems related to preventive medical approaches, ambulatory care services, and the like, bio-
medical engineers can provide the tools and techniques to make our healthcare system more effective
and efficient and, in the process, improve the quality of life for all.

Joseph D. Bronzino
Donald R. Peterson
Editors-in-Chief
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Any instrumentation system has three fundamental components: a sensor, a signal processor, and a
display and/or storage device as illustrated in Figure 1.1. Although all these components of the instru-
mentation system are important, the sensor serves a special function in that it interfaces the instrument
with the system being measured. In the case of biomedical instrumentation, a biomedical sensor (that in
some cases may be referred to as a biosensor) is the interface between the electronic instrument and the
biological system. There are some general concerns that are very important for any sensor in an instru-
mentation system regarding its ability to effectively carry out the interface function. These concerns are
especially important for biomedical sensors because the sensor can affect the system being measured
as well as the system can affect the sensor. Sensors must be designed in such a way that they minimize
their interaction with the biological host. It is important that the presence of the sensor does not affect
the variable being measured as a result of the interaction between the sensor and the biological system.
If the sensor is placed in a living organism, that organism will probably recognize the sensor as a foreign
body and react to it. This may result in a local change in the quantity being sensed in the vicinity of the
sensor so that the measurement reflects the foreign body reaction rather than a central characteristic
of the host. When a sensor is implanted, proteins and cells are likely to be deposited on its surface, and
eventually a fibrous capsule is formed around it. These aspects of the foreign body reaction will change
the way the sensor appears to the remaining surrounding tissue and the microenvironment encompass-
ing the sensor is likely to be different from the environment in the rest of the body. Thus, the sensor’s
response to the physiological quantity being measured may yield a different result from the systemic
value of the variable. For example, chronically implanted sensors often appear to drift over time during
the implant duration although the variable being measured remains constant. When these sensors are
removed from the tissue, their calibration and baseline appear to be the same as they were immediately
before being implanted. One can conclude from this that the sensors’ interactions with their surround-
ing tissue were the causes of the drift, not the sensor itself. Therefore, it is important to consider the
materials from which a sensor is made and their physical configuration as well as the functional prop-
erties of the sensor itself. The former issues can have a significant effect on how the body perceives the
sensor and the resulting interaction that can lead to measurement errors.

Similarly, the biological system can affect the performance of the sensor. The foreign body reaction
might cause the host to attempt to break down the materials of the sensor in an attempt to remove it.
This may, in fact, degrade the sensor package so that the sensor can no longer perform in an adequate
manner. Even if the foreign body reaction is not sufficiently strong to affect the measurement, the fact
that the sensor is placed in a warm, aqueous, and often caustic environment may cause water and ions
to eventually invade the package and degrade the function of the sensor.

Finally, as will be described in the following chapters, sensors that are implanted in the body are usu-
ally not accessible for calibration. Thus, such sensors must have extremely stable characteristics, so that
frequent calibrations are not necessary.

Biomedical sensors can be classified according to how they are used with respect to the biological system.
Table 1.1 shows that sensors can range from noninvasive to invasive as far as the biological host is

1-1
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Physiologic _| Sensor b—sl Processor ! Display |, Observer
system storage

FIGURE 1.1 Block diagram of a general biomedical instrument.

concerned. The most noninvasive of biomedical sensors do not even contact the biological system being
measured. Sensors of radiant heat or sound energy coming from an organism are examples of noncon-
tacting sensors. Noninvasive sensors can also be placed on the body surface. Skin-surface thermom-
eters, biopotential electrodes, pulse oximeter probes, and strain gauges placed on the skin are examples
of noninvasive sensors. Indwelling sensors are those that can be placed into a natural body cavity that
communicates with the outside. Sensors placed orally, rectally, or in the auditory canal (ear) are exam-
ples of this class of sensor. These are sometimes referred to as minimally invasive sensors and include
familiar sensors such as oral-rectal thermometers, intrauterine pressure transducers, and stomach pH
sensors. The most invasive sensors are those that need to be surgically placed and that results in some
tissue damage associated with their placement. For example, a needle electrode for picking up electro-
myographic signals directly from muscles; a blood pressure sensor placed in an artery, vein, or the heart
itself; or a blood flow transducer positioned on a major artery are all examples of invasive sensors.

We can also classify sensors in terms of the quantities that they measure. Physical sensors are used in
measuring physical quantities, such as displacement, pressure, and flow, whereas chemical sensors are
used to determine the concentration of chemical substances within the host. A subgroup of the chemical
sensors that are concerned with sensing the presence and the concentration of biochemical materials

TABLE 1.1 Classification of Biomedical Sensors

Physical Sensors Chemical Sensors
« Displacement o Gas
o Linear o Electrochemical
« Angular o Electrical conductivity
o Volume o Thermal
o Mechanical o Electrochemical
« Force « Conductimetric
o Mass o Amperometric
« Torque « Potentiometric
 Hydraulic « Bioanalytic
« Pressure « Enzyme mediated
« Flow « Antigen-antibody
o Thermal o Ligand-receptor
» Temperature « Photometric
o Heat flux «» Colorimetric
« Convection « Intensity
o Electrical o Fluorescence
« Voltage
o Current

« Impedance

« Frequency
» Optical

« Intensity

« Wavelength (color)
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in the host are known as bioanalytical sensors, or sometimes, they are referred to as biosensors. These
sensors use biological reactions in the measurement process.

In the following chapters, we will discuss each type of sensor and present some examples as well as
describe some of the important issues surrounding such sensors. We will analyze physical and chemical
sensors and consider their applications in diagnosis and patient monitoring.
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2.1 Introduction

Physical variables associated with biomedical systems are measured by a group of sensors called physi-
cal sensors. A list of typical variables that are frequently measured by these devices and examples of
sensors of these variables used in biomedical measurements are given in Table 2.1. These quantities
are similar to physical quantities measured by sensors for nonbiomedical applications, and the devices
used for biomedical and nonbiomedical sensing are, therefore, quite similar. Thus, sensors of linear
displacement can frequently be used equally well for measuring the displacement of the heart muscle
during the cardiac cycle or the movement of a robot arm. There is, however one notable exception
regarding the similarity of these sensors: the packaging of the sensor and attachment to the system
being measured. Although physical sensors used in nonbiomedical applications need to be packaged
so as to be protected from their environment, few of these sensors have to deal with the harsh environ-
ment of biological tissue, especially with the mechanisms inherent to biological tissue having the sole
purpose of trying to eliminate foreign objects such as a sensor from the body. Other notable exceptions
to this similarity of sensors for measuring physical quantities in biological and nonbiological systems
are the sensors used for fluidic measurements such as pressure and flow. Special needs for these mea-
surements in biological systems have resulted in special sensors and instrumentation systems for these
measurements that can be quite different from systems for measuring pressure and flow in nonbiologi-
cal environments.

In this chapter, we will attempt to review various examples of sensors used for physical measurement
in biological systems. Although it would be beyond the scope of this chapter to cover all of these in detail,
the principal sensors applied for biological measurement will be described. Each section will include
a brief description of the principle of operation of the sensor and the underlying physical principles,
examples of some of the more common forms of these sensors for application in living systems, methods
of signal processing for these sensors where appropriate, and important considerations for when the sen-
sor is applied.
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TABLE 2.1 Physical Variables and Sensors

Physical Quantity Sensor Variable Sensed
Geometric Strain gauge Strain
LVDT Displacement
Ultrasonic transit time Displacement
Kinematic Velocimeter Velocity
Accelerometer Acceleration
Force-torque Load cell Applied force or torque
Fluidic Pressure transducer Pressure
Flow meter Flow
Thermal Thermometer Temperature
Thermal flux sensor Heat flux

2.2 Description of Sensors

2.2.1 Linear and Angular Displacement Sensors

A comparison of various characteristics of displacement sensors described in detail here is outlined in
Table 2.2.

2.2.1.1 Variable Resistance Sensor

One of the simplest sensors for measuring linear or angular displacement is a variable resistor similar
to the volume control on an audio electronic device [1]. The resistance between two terminals, one end
of a resistance and a movable contact on this resistance, of this device is related to the linear or angular
displacement of the movable sliding contact along the resistance element. Precision devices are available
that have highly reproducible, linear relationships between resistance and displacement. These devices
can be connected in circuits that measure resistance such as an ohm meter or Wheatstone bridge, or they
can be used as a part of a circuit that provides a voltage that is proportional to the displacement. Such
circuits include the voltage divider (as illustrated in Figure 2.1a) or driving a known constant current
through the resistance and measuring the resulting voltage across it. This sensor is simple and inexpen-
sive and can be used for measuring relatively large displacements. Variable resistances for measuring

TABLE 2.2 Comparison of Displacement Sensors

Electrical
Sensor Variable Measurement Circuit Sensitivity ~ Precision Range
Variable resistor Resistance Voltage divider, ohmmeter,  High Moderate  Large
bridge, current source

Foil strain gauge Resistance Bridge Low Moderate ~ Small

Liquid metal Resistance Ohmmeter, bridge Moderate ~ Moderate ~ Large
strain gauge

Silicon strain Resistance Bridge High Moderate  Small
gauge

Mutual Inductance Impedance bridge, Moderate Moderate ~ Moderate
inductance coils inductance meter to high to low to large

Variable Inductance Impedance bridge, High Moderate  Large
reluctance inductance meter

LVDT Inductance Voltmeter High High High

Parallel plate Capacitance  Impedance bridge, Moderate Moderate ~ Moderate
capacitor capacitance meter to high to large

Sonic/ultrasonic Time Timer circuit High High Large
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q

FIGURE 2.1 Examples of displacement sensors: (a) variable resistance sensor, (b) foil strain gauge, (c) linear vari-
able differential transformer (LVDT), (d) parallel plate capacitive sensor, and (e) ultrasonic transit time-displacement
Sensor.

1

linear displacements can be several centimeters in length, and precision 10- or 15-turn angular displace-
ment sensors are commercially available.

There are certain things to keep in mind when applying this type of displacement sensor. When the
circuit is a simple voltage divider, it is important that the electrical load on the output is very small such
that there is very little current in the slider circuit. Significant current will introduce nonlinearities in
the voltage versus displacement characteristics. To avoid this from happening, an operational ampli-
fier voltage follower circuit can be used to keep the slider circuit current at a very low level. The sensor
requires mechanical attachment to the structure being displaced and to some reference point. This can
present difficulties in certain biological situations. Furthermore, because the slider must move along
the resistance element, this can introduce some friction that may alter the actual displacement. Because
the slider is moving across the resistance element and must contact it, there can be mechanical wear
involved that may eventually cause a change in the resistance element that can lead to introducing non-
linearities and noise in the measurement and ultimately to failure of the resistance element.

There are also digital devices that can measure linear and angular displacements, the latter often
being called digital shaft encoders. These devices produce an electrical pulse or digital word when they
are displaced by a small amount, their resolution. Linear digital displacement sensors can measure
displacements as great as several meters with resolutions as small as 1 pm, and digital angular displace-
ment sensors can measure very small angular changes. These devices are particularly useful when signal
processing is done by digital means, such as a computer, microprocessor, or microcontroller. In these
cases there is no need for an analog-to-digital converter because the sensor’s output is already in digital
form.

2.2.1.2 Strain Gauge

A different type of displacement sensor based on an electrical resistance change is the strain gauge [2]. If
a long narrow electrical conductor, such as a piece of metal foil or a fine gauge wire, is stretched within
its elastic limit it will increase in length and decrease in cross-sectional area. The electrical resistance
between both ends of the foil or wire can be given by

L
R=p—
P4 2.1
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where p is the electrical resistivity of the foil or wire material, L its length, and A its cross-sectional area.
From Equation 2.1 it can be seen that this stretching will result in an increase in resistance. When the
tension on the wire or foil is released, their elastic properties will restore their original shape, and the
electrical resistance will return to the baseline values. The change in length can only be very small for
the foil or wire to remain within their elastic limits, so the change in electrical resistance will also be
very small. The relative sensitivity of this device is given by its gauge factor, y, which is defined as

_ AR/R
r= AL/L 2.2)

where AR is the change in resistance when the structure is stretched by an amount AL. Foil strain gauges
are the most frequently applied sensors of small displacements or strain and are available commercially
in different sizes, materials, and shapes. They consist of a structure as shown in Figure 2.1b. A piece of
metal foil that is bonded to an insulating polymeric film, such as polyimide that is more compliant than
the metal foil itself, is chemically etched into a pattern similar to that shown in Figure 2.1b. When a strain
is applied in the sensitive direction, the long direction of the individual elements of the strain gauge, the
length of the gauge will be slightly increased, and this will result in an increase in the electrical resistance
seen between the terminals. Because the displacement or strain that this sensor can measure is quite
small for it to remain within its elastic limit, it can only be used to measure small displacements that
occur as loads are applied to structural beams. If one wants to increase the range of a foil strain gauge, one
has to attach it to some sort of mechanical impedance converter such as a cantilever beam. If the strain
gauges are attached to one surface of this beam as shown in Figure 2.2a, a fairly large displacement at the
unsupported end of the beam can be translated to a relatively small displacement on the beam’s surface. It
is, therefore, possible for the structure to be used to measure larger displacements at the cantilever beam
tip using a strain gauge bonded on the beam surface near its point of support.

Because the electrical resistance changes for a strain gauge are quite small, the measurement of resis-
tance change can be challenging. Generally, Wheatstone bridge circuits are used. It is important to note,

(a) Strain gauge a
[ [ Strain gauge c

/

Strain gauge d

Strain gauge b
(b)

(©) Strain gauge a

Strain gauge a

¥

/— Strain gauge d

Strain gauge c

Strain gauge b
Strain gauge b

Half bridge Full bridge

FIGURE 2.2 Strain gauges on a cantilever structure to provide temperature compensation: (a) cross-sectional
view of the cantilever and placement of the strain gauges in a (b) half bridge or (c) full bridge for temperature com-
pensation and enhanced sensitivity.
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however, that changes in temperature can also result in electrical resistance changes that are of the same
order of magnitude or even larger than the resistance changes due to the strain. Thus, it is important
to temperature compensate strain gauges in most applications. A simple method of temperature com-
pensation is to use a double or quadruple strain gauge and a bridge circuit for measuring the resistance
change. This is illustrated in Figures 2.2b and 2.2c¢. If one can use the strain gauge in an application,
such as the cantilever beam application described earlier, one can place one or two of the strain gauge
structures on the concave side of the beam and the other one or two on the convex side. Thus, as the
beam deflects, the strain gauge on the convex side will experience tension, and that on the concave side
will experience compression. By putting these gauges in adjacent arms of the Wheatstone bridge, this
can double the sensitivity of the circuit in the case of using two strain gauges and quadruple it in the case
where the entire bridge is made up of strain gauges on the cantilever beam.

In addition to increased sensitivity, the bridge circuit minimizes temperature effects on the strain gauge
measurements. Placing strain gauges that are on opposite sides of the beam in adjacent arms of the bridge
results in a change in bridge output voltage when the beam is deflected; this occurs because the strain
gauges on one side of the beam will increase in resistance, whereas those on the other side will decrease in
resistance when the beam is deflected. However, when the temperature of the beam changes all of the strain
gauges will have the same change in resistance, and this change will not affect the bridge output voltage.

In some applications it is not possible to place strain gauges so that one gauge is undergoing tension
while the other is undergoing compression. In this case, a second strain gauge can still be used for tem-
perature compensation if it can be oriented such that its sensitive axis is in a direction where the strain
is minimal. Thus, it is still possible to have temperature compensation by having two identical strain
gauges at the same temperature in adjacent arms of the bridge circuit, but the sensitivity improvement
described in the previous paragraph is not seen in this case.

Another constraint imposed by temperature is that the material to which the strain gauge is attached
and the strain gauge itself both have temperature coefficients of expansion. Thus, even if a gauge is
attached to a structure under conditions of no strain, if the temperature is changed, the strain gauge
could experience some strain due to the different expansion that it will have compared to the struc-
ture to which it is attached. To avoid this problem, strain gauges have been developed using materials
that have identical temperature coeflicients of expansion to various common materials to which they
might be attached. In selecting a strain gauge, one should choose a device with thermal expansion
characteristics as close as possible to those of the object on which the strain gauge is to be attached for
measurement.

A more compliant structure that has found applications in biomedical instrumentation is the liquid
metal strain gauge [3]. Instead of using a solid electrical conductor such as the wire or metal foil that make
up the strain gauges mentioned earlier, mercury confined to within a compliant, thin-wall, narrow bore
elastomeric tube is used. The compliance of this strain gauge is determined by the elastic properties of the
tube. Because only the elastic limit of the tube is of concern, this sensor can be used to detect much larger
displacements than conventional strain gauges. Its sensitivity is roughly the same as that of a foil or wire
strain gauge, but it is not as reliable. Mercury can easily become oxidized or small gaps can occur in the
mercury column thereby interrupting the electrical circuit. These effects make the sensor’s characteristics
noisy and sometimes results in failure of the structure. Liquid metal strain gauges have been used to mea-
sure breathing movements by placing them around the chest or abdomen, venous return from the leg by
placing them circumferentially around the leg, and as a means of measuring nocturnal penile tumescence.

Another variation on the strain gauge is the semiconductor strain gauge. These devices are generally
made of pieces of silicon with strain gauge patterns formed using semiconductor microelectronic technol-
ogy. The principal advantage of these devices is that their gauge factors can be more than 50 times greater
than that of the solid and liquid metal devices. They are available commercially, but they are a bit more
difficult to handle and attach to structures being measured due to their small size, brittleness, and fine
gauge lead wires.
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2.2.1.3 Inductance Sensors
2.2.1.3.1 Mutual Inductance

The mutual inductance between two coils is related to many geometric factors, one of which is the
separation of the coils. Thus, one can create a very simple displacement sensor by having two coils
that are coaxial but have variable separation. By driving one coil with an ac signal and measuring the
voltage signal induced in the second coil, this voltage will be related to how far apart the coils are from
one another. When the coils are close together, the mutual inductance will be relatively high, and so a
higher voltage will be induced in the second coil; when the coils are more widely separated, the mutual
inductance will be lower as will be the induced voltage. The relationship between voltage and separation
will be determined by the specific geometry of the coils and in general will not have a linear relation-
ship with separation unless the change of displacement is relatively small. Nevertheless, this is a simple
method for measuring displacement that works reasonably well provided the coils remain coaxial. If
there is movement of the coils transverse to their axes, it is difficult to separate the effects of transverse
displacement from those of displacement along the axis.

2.2.1.3.2 Variable Reluctance

A variation on this sensor is the variable reluctance sensor wherein a single coil or two coaxial coils
remain fixed on a form which allows a high reluctance material such as piece of iron to move into or
out of the center of the coil or coils along their axis. Since the position of this core material determines
the number of flux linkages through the coil or coils, this can affect the self-inductance of a single coil
or mutual inductance between two coils. In the case of mutual inductance, this can be measured using
the technique described in the previous section, whereas self-inductance changes can be measured by
various instrumentation circuits used for measuring inductance. This method is also a simple method
for measuring displacements, but the characteristics are generally nonlinear, and the sensor often has
only moderate precision.

2.2.1.3.3 Linear Variable Differential Transformer

By far the most frequently applied displacement transducer based on inductance is the linear variable
differential transformer (LVDT) [4,5]. This device is illustrated in Figure 2.1c and is essentially a three-
coil variable reluctance transducer. The two secondary coils are situated symmetrically about and coaxial
with the primary coil and connected such that the induced voltages in each secondary oppose each other.
When a high-reluctance core is located in the center of the structure equidistant from each secondary
coil, the voltage induced in each secondary will be the same. Because these voltages oppose one another,
the output voltage from the device will be zero. As the core is moved closer to one or the other secondary
coils, the voltages in each coil will no longer be equal, and there will be an output voltage proportional
to the displacement of the core from the central, zero-voltage position. Because of the symmetry of the
structure, this voltage is linearly related to the core displacement over a range of displacements deter-
mined by the geometric arrangements of the coils. When the core passes through the central, zero point,
the phase of the output voltage from the sensor changes by 180°. Thus, by measuring the phase angle as
well as the voltage, one can determine the position of the core. The circuit associated with the LVDT not
only measures the voltage but also often measures the phase angle as well. Linear variable differential
transformers are available commercially in many sizes and shapes. Depending on the configuration of
the coils, they can measure displacements ranging from tens of micrometers through several centimeters.

More details on inductance and other magnetically based sensors can be found in Chapter 3, Magnetic
Biosensors.

2.2.1.4 Capacitive Sensors

Displacement sensors can be based on measurements of capacitance as well as inductance. The funda-
mental principle of operation is the capacitance of a parallel plate capacitor as given by
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where ¢ is the dielectric constant of the medium between the plates, d the separation between the plates,
and A the overlapping surface area of the plates. Each of the quantities in Equation 2.3 can be varied as
a displacement, thereby changing the capacitance. By moving one of the plates with respect to the other,
Equation 2.3 shows us that the capacitance will vary inversely with respect to the plate separation. This
will give a hyperbolic capacitance-displacement characteristic. However, if the plate separation is main-
tained at a constant value and the plates are displaced laterally with respect to one another so that the
area of overlap changes, this can produce a capacitance-displacement characteristic that can be linear,
depending on the shape of the actual plates.

The third way that a variable capacitance transducer can measure displacement is by having a fixed
parallel plate capacitor with a slab of dielectric material having a dielectric constant different from that
of air that can slide between the plates (Figure 2.1d). The effective dielectric constant for the capacitor
will depend on how much of the slab is between the plates and how much of the region between the
plates is occupied only by air. This, also, can yield a transducer with linear capacitance as a function of
displacement characteristics.

The electronic circuits used with variable capacitance transducers, are essentially the same as any
other circuit used to measure capacitance. As with the inductance transducers, these circuits can take
the form of a bridge circuit or specific circuits that measure capacitive reactance. One concern with
capacitive sensors is that the sensor should be electrically shielded if there are electrically conductive
objects in the vicinity of the sensor. Otherwise stray capacitances may affect the measurement.

2.2.1.5 Sonic and Ultrasonic Sensors

If the velocity of sound in a medium is constant, the time it takes a short burst of that sound energy to
propagate from a source to a receiver will be proportional to the displacement between the two trans-
ducers. This is given by

d=cT (2.4)

where c is the velocity of sound in the medium, T the transit time, and d the displacement. A simple
system for making such a measurement is shown in Figure 2.1e [6]. A brief sonic or ultrasonic pulse
is generated at the transmitting transducer and propagates through the medium. It is detected by the
receiving transducer at time T after the burst was initiated. The displacement can then be determined
by applying Equation 2.4.

In practice, this method is best used with ultrasound because the wavelength is shorter, and the
device will neither produce annoying sounds nor respond to extraneous sounds in the environment.
Small piezoelectric transducers to generate and receive ultrasonic pulses are readily available. The elec-
tronic circuit used with this instrument carries out three functions (1) generation of the sonic or ultra-
sonic burst, (2) detection of the received burst, and (3) measurement of the time of propagation of the
ultrasound. A signal processing or a computing device can then calculate the displacement from the
measured propagation time. An advantage of this system is that the two transducers are coupled to one
another only sonically. There is no physical connection between them as was the case for the other sen-
sors described in this section.

2.2.2 Velocity Measurement

Velocity is the time derivative of displacement, and therefore all the displacement transducers men-
tioned earlier can be used to measure velocity if their signals are processed by passing them through a
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differentiator circuit or computing their time derivative. There are, however, two additional methods,
magnetic induction and Doppler ultrasound, that can be applied to measure velocity directly. They are
described in the following two sections.

2.2.2.1 Magnetic Induction

If a magnetic field that passes through a conducting coil varies with time, a voltage is induced in that coil
that is proportional to the time-varying magnetic field. This relationship is given by

v=N do

dt 2.5)
where vV is the voltage induced in the coil, N the number of turns in the coil, and ¢ the total magnetic
flux passing through the coil (the product of the flux density and area within the coil). Thus, a simple
way to apply this principle is to attach a small permanent magnet to an object whose velocity is to be
determined, and attach a coil to a nearby structure that will serve as the reference against which the
velocity is to be measured. A voltage will be induced in the coil whenever the structure containing the
permanent magnet moves, and this voltage will be related to the velocity of that movement. The exact
relationship will be determined by the field distribution for the particular magnet and the orientation of
the magnet with respect to the coil.

2.2.2.2 Doppler Ultrasound

When the receiver of a signal in the form of a wave such as electromagnetic radiation or sound is moving
at a nonzero velocity with respect to the emitter of that wave, the frequency of the wave perceived by the
receiver will be different from the frequency of the transmitter. This frequency difference, known as the
Doppler shift is determined by the relative velocity of the receiver with respect to the emitter and is given by

_ Jou
fa=" (2.6)

where f, is the Doppler frequency shift, f, the frequency of the transmitted wave, u the relative velocity
between the transmitter and receiver, and ¢ the velocity of sound in the medium. This principle can be
applied in biomedical applications as a Doppler velocimeter. A piezoelectric transducer can be used as
the ultrasound source with a similar transducer as the receiver. When there is no relative movement
between the two transducers, the frequency of the signal at the receiver will be the same as that at the
emitter, but when there is relative motion, the frequency at the receiver will be shifted according to
Equation 2.6. The ultrasonic velocimeter can be applied in the same way that the ultrasonic displace-
ment sensor is used. In this case the electronic circuit at the emitter generates a continuous ultrasonic
wave; and, instead of detecting the transit time of the signal, it now detects the frequency difference
between the transmitted and received signals. This frequency difference can then be converted to a sig-
nal proportional to the relative velocity between the two transducers.

2.2.3 Accelerometers

Acceleration is the time derivative of velocity and the second derivative with respect to time of displace-
ment. Thus, sensors of displacement and velocity can be used to determine acceleration when their sig-
nals are appropriately processed. In addition, there are direct sensors of acceleration based on Newton’s
second law and Hooke’s law. The fundamental structure of an accelerometer is shown in Figure 2.3.
A known seismic mass is attached to the housing by an elastic element. As the structure is accelerated
in the sensitive direction of the elastic element, a force is applied to that element according to Newton’s
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FIGURE 2.3 Fundamental structure of an accelerometer.

second law. This force causes the elastic element to be distorted according to Hooke’s law, which results
in a displacement of the mass with respect to the accelerometer housing. This displacement is measured
by a displacement sensor. The relationship between the displacement and the acceleration is found by
combining Newton’s second law and Hooke’s law

2.7)

where x is the measured displacement, m the known mass, k the spring constant of the elastic element,
and a the acceleration. Any of the displacement sensors described earlier can be used in an acceler-
ometer. The most frequently used displacement sensors are strain gauges or the LVDT. One type of
accelerometer uses a piezoelectric sensor as both the displacement sensor and the elastic element.
A piezoelectric sensor generates an electric signal that is related to the dynamic change in shape of the
piezoelectric material as a force is applied. Thus, piezoelectric materials can only directly measure time-
varying forces. A piezoelectric accelerometer is, therefore, better for measuring changes in acceleration
than for measuring constant accelerations. A principal advantage of piezoelectric accelerometers is that
they can be made very small, which is useful in many biomedical applications.

Very small and relatively inexpensive accelerometers are currently made on a single silicon chip using
microelectromechanical systems (MEMS) technology. An example is shown in Figure 2.4. A small piece
of silicon is etched to give the paddle-like structure that is attached to the silicon frame at one end and
is free to move with respect to the frame by flexing the “handle” of the paddle. This movement results
in strains being induced on the surfaces of the “handle,” and a strain gauge integrated into this handle
structure detects the strain and converts it into an electrical signal. The paddle serves as the seismic
mass, and the “handle” is the elastic element. Inexpensive three-dimensional semiconductor chip accel-
erometers are commercially available. They utilize variable capacitance sensors integrated into their
structure for sensing displacement in each of the Cartesian directions. Miniature silicon chip acceler-
ometers are included in “smart” mobile telephones and tablet computers and are used to determine the
orientation of the device to appropriately orient the display. They also can be used in applications that
measure quantities that are associated with acceleration such as detecting accelerations associated with
individual steps in a pedometer.

2.2.4 Force Measurement

Force is measured by converting the force into a displacement and measuring the displacement with
a displacement sensor. The conversion takes place as a result of the elastic properties of a material on
which the force is applied. This force distorts the material’s shape, and this distortion can be measured
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Strain gauge

FIGURE2.4 Example ofasilicon chip accelerometer fabricated using MEMS technology. The lower figure shows the
upward deflection of the seismic mass with a downward acceleration. Typical dimensions of the silicon chip are 1 and
2 mm length and width, respectively and less than a mm thick. This means that the packaged chip can be very small.

by a displacement sensor. For example, the cantilever structure shown in Figure 2.2a could be a force
sensor. Applying a vertical force at the tip of the beam will cause the beam to deflect according to its
elastic properties. Beam theory such as used on a macro scale in civil engineering can be applied here to
relate displacement of the beam to applied forces. This deflection can be detected using a displacement
sensor such as a strain gauge on the beam surface as described previously.

A common form of force sensor is the load cell. This consists of a block of material with known elastic
properties that has strain gauges attached to it. Applying a force to the load cell stresses the material,
resulting in a strain that can be measured by the strain gauges. Applying Hooke’s law, one finds that the
strain is proportional to the applied force. The strain gauges on a load cell are usually in a half- or full-
bridge configuration to minimize the temperature sensitivity of the device. Load cells come in various
sizes and configurations, and they can measure a wide range of forces.

2.2.5 Measurement of Fluid Dynamic Variables

The measurement of the fluid pressure and flow in both liquids and gases is important in many bio-
medical applications. These two variables, however, often are the most difficult variables to measure in
biological applications because of interactions with the biological system and stability problems. Some
of the most frequently applied sensors for these measurements are described in the following sections.

2.2.5.1 Pressure Measurement

Sensors of pressure for biomedical measurements such as blood pressure [7] consist of a structure such
as shown in Figure 2.5. In this case a fluid coupled to the fluid whose pressure is to be measured is
housed in a chamber with a flexible diaphragm making up a portion of the wall, with the other side of the
diaphragm at atmospheric pressure. When a pressure difference exists across the diaphragm, it causes
the diaphragm to deflect. This deflection is then measured by a displacement sensor. In the example in
Figure 2.5, the displacement sensor consists of four fine-gauge wires drawn between a structure attached
to the diaphragm and the housing of the pressure sensor so that these wires serve as strain gauges. When
pressure causes the diaphragm to deflect, two of the fine-wire strain gauges will be extended by a small
amount causing their resistance to slightly increase, and the other two will contract by the same amount
causing their resistances to decrease by a small amount. By connecting these wires into a bridge circuit, a
voltage proportional to the deflection of the diaphragm and hence the pressure can be obtained.
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FIGURE 2.5 Structure of an unbonded strain gauge pressure sensor. (Reproduced from Neuman M.R. 1993. In
R.C. Dorf (Ed.), The Electrical Engineering Handbook, Boca Raton, FL, CRC Press. With permission.)

Semiconductor technology has been applied to the design of pressure transducers such that the entire
structure can be fabricated from silicon. A portion of a silicon chip can be formed into a diaphragm and
semiconductor strain gauges incorporated directly into that diaphragm to produce a small, inexpensive,
and sensitive pressure sensor. Such sensors can be used as disposable, single-use devices for measuring
blood pressure without the need for additional sterilization before being used on the next patient. This
minimizes the risk of transmitting blood-borne infections in the cases where the transducer is coupled
directly to the patient’s blood for direct blood pressure measurement. These types of sensors work essen-
tially the same as the unbonded strain gauge sensor shown in Fgure 2.5, but they can be made much
smaller than the unbonded strain gauge sensor which gives them significantly improved characteristics.
They also can be manufactured and sold at much lower cost. Figure 2.6 shows an example of this type of
sensor and a cross sectional view of its components.

In using this type of sensor to measure blood pressure, it is necessary to couple the chamber contain-
ing the diaphragm to the blood or other fluids being measured. This is usually done using a small, flexible
plastic tube known as a catheter that can have one end placed in an artery of the subject while the other
is connected to the pressure sensor. This catheter is filled with a physiological saline solution so that the
arterial blood pressure is coupled to the sensor diaphragm. This external blood pressure-measurement

(a) (b)
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Catheter port

Silicon chip

FIGURE 2.6 Silicon chip pressure sensors for biomedical applications: (a) a typical clinical pressure sensor and
(b) a cross sectional view of a silicon chip-based biomedical pressure sensor.
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method is used quite frequently in the clinic and research laboratory, but it has the limitation that the
properties of the fluid in the catheter and the catheter itself can affect the measurement. For example,
both ends of the catheter must be at the same vertical level to avoid a pressure offset due to hydrostatic
effects. Also, the compliance of the tube will affect the frequency response of the pressure measure-
ment. Air bubbles in the catheter or obstructions due to clotted blood or other materials can introduce
distortion of the waveform due to resonance and damping. These problems can be minimized by using
a miniature semiconductor pressure transducer that is located at the tip of a catheter and can be placed
in the blood vessel rather than being positioned external to the body. Such internal pressure sensors are
available commercially and have the advantages of a much broader frequency response, no hydrostatic
pressure error, and generally clearer signals than the external system.

Although it is possible to measure blood pressure using the techniques described, this remains one of
the major problems in biomedical sensor technology. Long-term stability of pressure transducers can be
a significant problem. This is especially true for pressure measurements of venous blood, cerebrospinal
fluid, or fluids in the gastrointestinal tract, where pressures are usually relatively low. Long-term changes
in baseline pressure for most pressure sensors require that they be frequently adjusted to be certain of the
zero pressure level. Although this can be done relatively easily when the pressure transducer is located
external to the body, this can be a major problem for indwelling or implanted pressure sensors. Thus, these
transducers must be extremely stable and have low baseline drift to be useful in long-term applications.

The packaging of the pressure transducer is also a problem that needs to be addressed, especially
when the transducer is in contact with blood for long periods of time. Not only must the package be
biocompatible, but it also must allow the appropriate pressure to be transmitted from the biological fluid
to the diaphragm. Thus, a material that is mechanically stable under corrosive and aqueous environ-
ments in the body is needed. Chronically implanted objects are usually coated with a fibrous capsule by
the body as a part of the foreign body response, and this capsule can exert a force on the pressure sensor
that will affect its baseline pressure. Thus, it is important to package pressure sensors with materials that
will minimize this encapsulation.

2.2.5.2 Flow Measurement

The measurement of true volumetric flow in the body represents one of the most difficult problems in
biomedical sensing [8]. The sensors that have been developed measure velocity rather than volume flow,
and they can only be used to measure flow if the velocity is measured for a tube of known cross section.
Thus, most flow sensors constrain the vessel to have a specific cross-sectional area.

The most frequently used flow sensor in biomedical systems is the electromagnetic flow meter illus-
trated in Figure 2.7. This device consists of a means of generating a magnetic field transverse to the flow
vector in a vessel. A pair of very small biopotential electrodes is attached to the wall of the vessel such
that the vessel diameter between them is at right angles to the direction of the magnetic field. As the
blood flows in this structure, ions in the blood deflect in the direction of one or the other electrodes due
to the magnetic field and their velocity. This results in a voltage across the electrodes that is given by

v = Blu (28)

where B is the magnetic field strength, [ the distance between the electrodes, and u the average instan-
taneous velocity of the fluid within the vessel. If the sensor constrains the blood vessel to have a circular
cross section of known diameter, then its cross-sectional area will be known, and multiplying this area
by the measured velocity will give the volume flow. Although dc flow sensors have been developed and
are available commercially, the preferred method is to use ac excitation of the magnetic field so that off-
set potential effects from the biopotential electrodes do not generate errors in this measurement.

Small ultrasonic transducers can also be attached to a blood vessel to measure flow as illustrated in
Figure 2.8. In this case the transducers are oriented such that one transmits a continuous ultrasound
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FIGURE 2.7 Fundamental structure of an electromagnetic flowmeter. (Reproduced from Neuman M.R. 1986. In
].D. Bronzino (Ed.), Biomedical Engineering and Instrumentation: Basic Concepts and Applications, Boston, PWS
Publishers. With permission.)

signal that illuminates the blood. Cells within the blood diffusely reflect this signal in the direction of
the second sensor so that the received signal undergoes a Doppler shift in frequency that is proportional
to the velocity of the reflecting cells and, hence, the blood. By measuring the frequency shift and know-
ing the cross-sectional area of the vessel, it is possible to determine the flow.

Another method of measuring flow that has had biomedical application is the measurement of cooling
of a heated object by convection. The object is usually a thermistor (see Section 2.2.6.2) placed either in a
blood vessel or in tissue, and the thermistor serves as both the heating element and the temperature sen-
sor. In one mode of operation, the amount of power required to maintain the thermistor at a temperature
slightly above that of the blood upstream is measured. As the flow around the thermistor increases more
heat is removed from the thermistor by convection, and so more power is required to keep it at a con-
stant temperature. Relative flow is then measured by determining the amount of power supplied to the
thermistor.
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FIGURE 2.8 Structure of an ultrasonic Doppler flowmeter with the major blocks of the electronic signal pro-
cessing system. The oscillator generates a signal that, after amplification, drives the transmitting transducer. The
oscillator frequency is usually in the range of 1-10 MHz. The reflected ultrasound from the blood is sensed by the
receiving transducer and amplified before being processed by a detector circuit. This block generates the frequency
difference between the transmitted and received ultrasonic signals. This difference frequency can be converted into
a voltage proportional to frequency, and hence flow velocity, by the frequency to voltage converter circuit.
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TABLE 2.3 Properties of Temperature Sensors

Sensor Form Sensitivity Stability Range (°C)
Metal resistance thermometer Coil of fine platinum wire Low High —100 to 700
Thermistor Bead, disk, chip, or rod High Moderate —50 to 150
Thermocouple Pair of wires Low High —100 to >1500
Mercury in glass thermometer Column of Hg in glass capillary Moderate High —50 to 400
Silicon p-n diode Electronic component Moderate High —50 to 150

In a second approach, the thermistor is heated by applying a short duration current pulse and subse-
quently measuring the cooling curve of the thermistor as the blood flows across it. The thermistor will
cool more quickly as the blood flow increases. Both these methods are relatively simple to achieve elec-
tronically, but both also have severe limitations. They are essentially qualitative measures and strongly
depend on how the thermistor probe is positioned in the vessel being measured and the characteristics
of the local flow around it. If the probe is closer to the periphery or even in contact with the vessel wall,
the measured flow will be different than if the sensor is in the center of the vessel.

2.2.6 Temperature Measurement

There are different sensors of temperature [9,19,20], but three find particularly wide application to bio-
medical problems. Table 2.3 summarizes the properties of various temperature sensors, and these three,
including metallic resistance thermometers, thermistors, and thermocouples, are described in the follow-
ing sections.

2.2.6.1 Metallic Resistance Thermometers

The electrical resistance of a piece of metal or wire generally increases as the temperature of that electri-
cal conductor increases. A linear approximation of this relationship is given by

R = Ry[l + o(T - T,))] (2.9)

where R, is the resistance at temperature Tj, « the temperature coefficient of resistance, and T the tem-
perature at which the resistance is being measured. This principle serves as the basis of metallic resistance
thermometers, sometimes referred to as resistance temperature devices (RTD). Most metals have tem-
perature coefficients of resistance of the order of 0.1-0.4%/°C, as indicated in Table 2.4. The noble metals
are preferred for resistance thermometers because they do not corrode easily and, when drawn into fine
wires, their cross section will remain constant. This will help to minimize drift in the resistance over time
which could result in an unstable sensor. It is also seen from Table 2.4 that the noble metals, gold and
platinum, have some of the highest temperature coefficients of resistance of the common metals.

TABLE 2.4 Temperature Coefficient of Resistance for Common Metals and Alloys

Metal or Alloy Resistivity at 20°C (U€2 cm) Temperature Coefficient of Resistance (%/°C)
Platinum 9.83 0.3

Gold 2.22 0.368

Silver 1.629 0.38

Copper 1.724 0.393

Constantan (60% Cu, 40% Ni) 49.0 0.0002

Nichrome (80% Ni, 20% Cr) 108.0 0.013

Source: Pender H. and Mcllwain K. 1957. Electrical Engineers’ Handbook, 4th ed., New York, John Wiley & Sons.
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Metal resistance thermometers are often fabricated from fine-gauge insulated wire that is wound into
a small coil. It is important in doing so to make certain that there are not other sources of resistance
change that could affect the sensor. For example, the structure should be used in such a way that no
external strains are applied to the wire because the wire could also behave as a strain gauge. Metallic
films and foils can also be used as temperature sensors, and commercial products are available in the
wire, foil, or film forms. The electrical circuits used to measure resistance, and hence the temperature,
are similar to those used with the wire or foil strain gauges. A bridge circuit is the most desirable,
although ohmmeter circuits can also be used. It is important to make sure that the electronic circuit
does not pass a large current through the resistance thermometer for that would cause self-heating due
to the Joule conversion of electric energy into heat.

2.2.6.2 Thermistors

Unlike metals, semiconductor materials have an inverse relationship between resistance and tem-
perature. This characteristic is nonlinear and cannot be characterized by a linear equation such as
Equation 2.9. The thermistor is a semiconductor temperature sensor. Its resistance as a function of tem-
perature is given by

f4
R = Re (2.10)
where B is a constant determined by the materials that make up the thermistor. Thermistors can take a
variety of forms and cover a wide range of resistances. The most common forms used in biomedical appli-
cations are the bead, disk, rod, or chip forms of the sensor as illustrated in Figure 2.9. These structures
can be formed from a variety of semiconductors ranging from elements such as silicon and germanium
to mixtures of various semiconducting metallic oxides. Most commercially available thermistors are
manufactured from the latter materials, and the specific materials as well as the process for fabricating
them are closely held industrial secrets. These materials are chosen not only to have high sensitivity but
also to have the greatest stability because thermistors are generally not as stable as the metallic resistance
thermometers. However, thermistors can be close to an order of magnitude more sensitive.

2.2.6.3 Thermocouples

When different regions of an electric conductor or semiconductor are at different temperatures, there
is an electric potential between these regions that is directly related to the temperature differences.
This phenomenon, known as the Seebeck effect, can be used to produce a temperature sensor, a ther-
mocouple, by taking a wire of metal or alloy A and another wire of metal or alloy B and connecting
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FIGURE 2.9 Common commercially available forms for thermistors.
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FIGURE 2.10 Circuit arrangement for a thermocouple showing the voltage-measuring device, the voltmeter,
interrupting one of the thermocouple wires (a) and at the cold junction (b).

them as shown in Figure 2.10. One of the junctions is known as the sensing junction, and the other is
the reference junction. When these junctions are at different temperatures, a voltage proportional to
the temperature difference will be seen at the voltmeter when metals or alloys A and B have different
Seebeck coefficients. This voltage can be represented over the relatively small temperature differences
encountered in biomedical applications by the linear equation

V= SAB(Ts - Tr) (2.11)

where S, is the Seebeck coefficient for the thermocouple made up of metals or alloys A and B, T, the
measured temperature at the sensing junction, and T, the known temperature at the reference junc-
tion. Although this equation is a reasonable approximation, more accurate data are usually found
in tables of actual voltages as a function of temperature difference. In some applications the voltme-
ter is located at the reference junction, and one uses some independent means such as mercury in a
glass thermometer to measure the reference junction temperature. Where precision measurements are
made, the reference junction is often placed in an environment of known temperature such as an ice
bath. Electronic measurement of reference junction temperature can also be carried out and used to
compensate for the reference junction temperature so that the voltmeter reads a signal equivalent to
what would be seen if the reference junction had been at 0°C. This electronic reference junction com-
pensation is usually carried out using a metal resistance temperature sensor to determine reference
junction temperature.

The voltages generated by thermocouples used for temperature measurement are generally quite
small being on the order of tens of microvolts per °C. Thus, for most biomedical measurements where
there is only a small difference in temperature between the sensing and reference junction, very sensi-
tive voltmeters or amplifiers must be used to measure these potentials. Thermocouples have been used
in industry for temperature measurement for many years. Several standard alloys to provide optimal
sensitivity and stability of these sensors have evolved. Table 2.5 lists these common alloys, the Seebeck
coefficient for thermocouples of these materials at room temperature, and the full range of temperatures
over which these thermocouples can be used.
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TABLE 2.5 Common Thermocouples

Type Materials Seebeck Coefficient (uV/°C)*  Temperature Range (°C)
S Platinum/platinum 10% rhodium 6 0to 1700

T Copper/constantan 50 —190 to 400

K Chromel/alumel 41 —200 to 1370

) Iron/constantan 53 —200 to 760

E Chromel/constantan 78 —200 to 970

@ Seebeck coeflicient value is at a temperature of 25°C.

Thermocouples can be fabricated in different ways depending on their applications. They are espe-
cially suitable for measuring temperature differences between two objects because the sensing junction
can be placed on one while the other has the reference junction. Higher output thermocouples or ther-
mopiles can be produced by connecting several thermocouples in series. Thermocouples can be made
from very fine wires that can be implanted in biological tissues for temperature measurements, and it is
also possible to place these fine-wire thermocouples within the lumen of a hypodermic needle to make
short-term temperature measurements in tissue. Microfabrication technology has made it possible to
make thermocouples sufficiently small so as to fit within a living cell.

2.3 Biomedical Applications of Physical Sensors

Just as it is not possible to cover the full range of physical sensors in this chapter, it is also impossible
to consider the many biomedical applications that have been reported for these sensors. Instead, some
representative examples will be given. These are summarized in Table 2.6 and will be briefly described
in the following paragraphs.

Liquid metal strain gauges are especially useful in biomedical applications because they are
mechanically compliant and provide a better mechanical impedance match to most biomedical tis-
sues than other types of strain gauges. By wrapping one of these strain gauges around a circumfer-
ence of the abdomen it will stretch and contract with the abdominal breathing movements. The
signal from the strain gauge can then be used to monitor breathing in patients or experimental ani-
mals. The advantage of this sensor is its compliance so that it does not interfere with the breathing
movements or substantially increase the required breathing effort. Foil strain gauges can be used in

TABLE 2.6 Examples of Biomedical Applications of Physical Sensors

Sensor Application Signal Range Reference
Liquid metal strain gauge Breathing movement 0-0.05 (strain)

Limb plethysmography 0-0.02 (strain) 3
Magnetic displacement sensor Breathing movement 0-10 mm 10
LVDT Muscle contraction 0-20 mm

Uterine contraction sensor 0-5mm 11
Load cell Electronic scale 0-440 1bs (0-200 kg) 12
Accelerometer Subject activity 0-20 m/s? 13
Miniature silicon pressure sensor Intraarterial blood pressure 0-50 Pa (0-350 mmHg)

Urinary bladder pressure 0-10 Pa (0-70 mmHg)

Intrauterine pressure 0-15 Pa (0-100 mmHg) 14
Electromagnetic flow sensor Cardiac output (with integrator) 0-500 mL/min

Organ blood flow 0-100 mL/min 15
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a similar way, but their limited displacement range and low compliance requires that they be used
with some sort of a spring structure that will be more compliant and not interfere with breathing
movement or effort.

One of the original applications of the liquid metal strain gauge was in limb plethysmography [3].
One or more of these sensors are wrapped around an arm or leg at various points and can be used to
measure changes in circumference that are related to the cross-sectional area and hence the volume
of the limb at those points. If the venous drainage from the limb is occluded, the limb volume will
increase as it fills with blood. Releasing the occlusion allows the volume to return to normal. The rate
of this decrease in volume can be monitored using the liquid metal strain gauges, and this can be used
to identify venous blockage when the return to baseline volume is too slow.

Breathing movements, although not volume, can be seen using a simple magnetic velocity detector.
By placing a small permanent magnet on the anterior side of the chest or abdomen and a flat, large-area
coil on the posterior side opposite from the magnet, voltages are induced in the coil as the chest of abdo-
men moves during breathing. The voltage itself can be used to detect the presence of breathing move-
ments, or it can be electronically integrated to give a signal related to displacement.

The LVDT is a displacement sensor that can be used for applications that require more precise
measurements. For example, it can be used in studies of muscle physiology where one wants to mea-
sure the displacement of a muscle or where one is measuring the isometric force generated by the
muscle (using a load cell) and must ensure that there is no muscle movement. It can also be incorpo-
rated into other physical sensors, such as a pressure sensor or a tocodynamometer, a sensor used to
electronically “feel” uterine contractions of patients in labor or those at risk of premature labor and
delivery.

In addition to studying muscle forces, load cells can be used in various types of electronic scales for
weighing patients or studying animals. The simplest electronic scale consists of a platform placed on top
of a load cell. The weight of any object placed on the platform will produce a force that can be sensed
by the load cell. In some critical care situations in the hospital, it is important to carefully monitor the
weight of a patient. For example, this is important in watching water balance in patients receiving fluid
therapy or peritoneal dialysis. The electronic scale concept can be extended by placing a load cell under
each leg of the patient’s bed and summing the forces seen by each load cell to get the total weight of the
patient and the bed. Because the bed weight remains fixed, weight changes seen will reflect changes in
patient weight which are often associated with fluid retention or loss.

Accelerometers can be used to measure patient or research subject activity. By attaching a small accel-
erometer to the individual being studied, any movements can be detected. This can be useful in sleep
studies where movement can help to determine the sleep state. Miniature accelerometers and recording
devices can also be worn by patients to study activity patterns and determine effects of disease or treat-
ments on patient activity [15].

Miniature silicon pressure sensors are used for the indwelling measurement of fluid pressure in most
body cavities. The measurement of intraarterial blood pressure is the most frequent application, but
pressures in other cavities such as the urinary bladder and the uterus are also measured. The small size
of these sensors and the resulting ease of introduction of the sensor into the cavity make these sensors
important for these applications.

The electromagnetic flow sensor has been a standard method in use in the physiology laboratory
for many years [16]. Its primary application has been for measurement of cardiac output and blood
flow to specific organs in research animals. Miniature inverted electromagnetic flow sensors make
it possible to temporarily introduce a flow probe into an artery through its lumen to make clinical
measurements.

The measurement of body temperature using instruments employing thermistors as the sensor has
greatly increased in recent years. Rapid response times of these low-mass sensors make it possible to
quickly assess patients’ body temperatures so that more patients can be evaluated in a given period. This
can then help to reduce healthcare costs. Inexpensive versions of electronic thermometers have replaced
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mercury in glass thermometers because the latter have the risk of mercury exposure if broken. The rapid
response time of low-mass thermistors makes them a simple sensor to be used for sensing breathing.
By placing small thermistors near the nose and mouth, the elevated temperature of exhaled air can be
sensed to document a breath [10].

The potential applications of physical sensors in medicine and biology are almost limitless. To be able
to use these devices, however, scientists must first be familiar with the underlying sensing principles
[17,18,21-23]. It is then possible to apply these in a form that addresses the problems at hand.
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Further Information

Good overviews of physical sensors are available in the following books: Doebelin E.O. 2003. Measurement
Systems: Application and Design, 4th ed., New York, McGraw-Hill; Harvey, G.P. (Ed.). 1969.
Transducer Compendium, 2nd ed., New York, Plenum. One can also find good descriptions of physi-
cal sensors in chapters of two works edited by John Webster. Chapters 2, 7, and 8 of his textbook
(2010) Medical Instrumentation: Application and Design, 4th ed., New York, John Wiley & Sons,
and several articles in his Encyclopedia on Medical Devices and Instrumentation, published by Wiley
in 1988, cover topics on physical sensors. Although a bit old, the text Transducers for Biomedical
Measurements (New York, John Wiley & Sons, 1974) by Richard S.C. Cobbold, remains one of the
best descriptions of biomedical sensors available. By supplementing the material in this book with
recent manufacturers’ literature, the reader can obtain a wealth of information on physical (and
for that matter chemical) sensors for biomedical application. The journals IEEE Transactions on
Biomedical Engineering and Medical and Biological Engineering and Computing are good sources
of recent research on biomedical applications of physical sensors. The journal Physiological
Measurement and Sensors and Actuators is also a good source for this material as well as papers on
the sensors themselves. The IEEE Sensors Journal covers different types of sensors, but biomedical
devices are included in its scope.

The international journal Medical and Biological Engineering and Computing is published bimonthly by
the International Federation for Medical and Biological Engineering. This journal also contains fre-
quent reports on biomedical sensors and related topics. Subscription information can be obtained
from Peter Peregrinus Ltd., P.O. Box 96, Stevenage, Herts SG12SD, United Kingdom.

The journal Biomedical Instrumentation and Technology is published by the Association for the
Advancement of Medical Instrumentation. This bimonthly journal has reports on biomedical
instrumentation for clinical applications, and these include papers on biomedical sensors.

There are also several scientific meetings that include biomedical sensors. The major meetings in the area
include the international conference of the IEEE Engineering in Medicine and Biology Society and
the Annual Meeting of the Biomedical Engineering Society. Extended abstracts for these meetings
are published on CD-ROM each year.
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Magnetic materials and principles form the basis for many sensors and sensing transduction mecha-
nisms. For example, the linear variable differential transformer (LVDT) is a widely used displacement
sensors made of simple ferromagnetic materials and electromagnetic coils that operate on the principle
of magnetic induction. Despite their simplicity, LVDTs have seen long-term use in many areas, includ-
ing biomedical applications because of their cost-effectiveness and robustness in harsh environments.
Another good example of a sensor comprised of unique magnetic materials is the magnetoelastic reso-
nant sensor, which converts mass variations into remotely detectable magnetic field changes. Similarly,
electromagnetic induction provides the foundation for sensor platforms as a signal carrier to wirelessly
and passively transmit sensor information to the user. An illustrative example is the radio frequency
identification (RFID) sensor, which uses electromagnetic waves at the radio frequency range to remotely
power and receive information wirelessly from miniature sensors.

This chapter describes the operating principle, fabrication, and application of a variety of sensors
made of magnetic materials and based on the principle of electromagnetic induction. To well describe
these systems, fundamental magnetic principles, such as magnetic induction theory and material prop-
erties, are also briefly described along with representative examples of these sensors and their applica-
tions, with a focus on the area of biomedical engineering.

3.1 Magnetic Induction-Based Sensors

Faraday’s induction law, as a fundamental magnetic principle, states that a voltage across a closed electri-
cally conducting loop is proportional to the time rate of change of the magnetic flux that passes through
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it. By coupling this phenomenon with different types of magnetic materials, several unique sensors,
mostly applied to tracking displacement, dimension changes, or stress/pressure, have been designed and
successfully deployed in biomedical applications. This section introduces Faraday’s induction law and
the basic properties of magnetic materials, followed by descriptions of some related sensors and their
biomedical applications.

3.1.1 Magnetic Induction and Magnetic Materials

According to Faraday’s induction law, an electromotive force (emf) or voltage will be induced in a
closed-path electrical circuit if there is a change of magnetic flux linking to the circuit. In equation
form, Faraday’s law is expressed as

emf = —A(jl—ltg (3.1)

where A is the surface area and B is the magnetic flux. Faraday’s induction law is the fundamental oper-
ating principle for devices such as variable differential transformers (VDT), where changes in voltage
are measured as a result of variations in the induced magnetic fields from changes in the position of a
ferromagnetic material.

Most magnetic-based sensors rely on materials with strong magnetic properties to function.
Additionally, although all materials exhibit unique magnetization behavior, the most useful materials
for magnetic induction sensors are ferromagnetic or ferrimagnetic. These materials are self-saturating,
or “spontaneously magnetized,” in the absence of an external field, resulting in the generation of a mag-
netic field. However, to minimize their energy potential, these materials contain many small regions
called “domains,” which spontaneously magnetize but orient themselves in different directions result-
ing in a net zero macroscopic magnetization. When an external field is applied, these domains align
with the field, and a large magnetization is observed. If the sample is free from structural defects and
stress, the magnetization will return to zero when the applied field is removed; this type of material is
classified as “magnetically soft.” Conversely, materials with structural defects that prevent the magne-
tization from returning to zero are “magnetically hard,” making them excellent permanent magnets.

The magnetization process of a magnetic material causes the generation of additional magnetic flux
B by an applied field H characterized by the magnetic permeability u, where

B=pH (3.2)

For ferromagnetic and ferrimagnetic materials, |1 is a nonlinear function depending on the previous
state of magnetization (hysteresis). Figure 3.1 plots B versus H, known as the BH loop, where [ is the tan-
gent of the curve at different operating values of H. The BH loop begins with an initial curve obtained by
applying a field to a demagnetized sample. As the field increases, the sample magnetizes until reaching
the saturation magnetization B,. When the H field is reduced to zero, the magnetization does not com-
pletely decrease, but instead remains at the magnetic remanence B,. The magnetization becomes zero
only when H reaches the coercive field, H=—H,. As the H field continues to decrease, the sample satu-
rates at —B,. When the H field increases again, the BH curve reaches B,, H,, and B, sequentially, although
by taking a different path from that of the original curve. One may notice important features of a typical
BH curve such as shown in Figure 3.1. Specifically, the BH curve is nonlinear with a characteristic that
saturates in the positive and negative directions. Additionally, the curve seen with increasing applied
magnetic field differs from the curve seen with a decreasing applied magnetic field. This hysteresis is
characterized by the area within the BH loop.

Magnetically soft materials have a low coercivity (H, < 1000 A/m) and high permeability because of
their reversible magnetization and correspondingly low hysteresis loss. They are largely used in field
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FIGURE 3.1 A BH loop of a magnetic sample showing the saturation magnetization B, remenance B,, and coer-
cive force H,.

sensors, power transformers, induction motors, and so on. Soft magnetic materials include various crys-
talline alloys, such as iron-nickel (FeNi) alloys (Permalloy, Supermalloy, Mumetal), cobalt-iron (CoFe)
alloys, and silicon steels (SiFe). Another class of magnetically soft material consists of amorphous alloys,
specifically those containing iron, nickel, and cobalt with stabilizing elements, such as silicon, boron,
and molybdenum. Magnetically soft amorphous alloys are also made with transition metals (Zr, Nb,
Hf) or rare earth metals (Tb, Dy, Er, Gd).

Magnetically hard materials, however, are categorized by their large coercive force (10*-10° A/m),
making them hard to magnetize and giving them large magnetic remanence. This allows them to have
a significant spontaneous magnetization under zero applied field. Early magnets, such as magnetite
(Fe;0,) and iron carbon magnets (Fe;C), were iron based and later replaced by tungsten, Co-Mo, Co-
Cr, and Alnico (Fe,NiAl) magnets. Today, most magnetically hard materials are rare earth-transition
metal magnets, such as SmCos, R,Co,, and Sm,(CoFe),,. These materials are generally applied as perma-
nent magnets and in magnetic data storage devices and sensors.

3.1.2 Variable Differential Transformer (VDT) Sensors

VDTs, based on mutual inductance coupling between two or more magnetic coils, have been in use
since the early 20th century and provide precise force and displacement sensing. The basic structure of a
VDT device, as illustrated in Figure 3.2, consists of a primary coil and two secondary coils. An ac signal
is sent through the primary coil, resulting in an induced voltage in the secondary coils (Nyce 2004).
By introducing a magnetic permeable core, the inductance of the secondary coils alters as a function
of their proximity to the core. Position measurements are achieved by observing the difference in the
ac output from the secondary coils (Nyce 2004). VDT sensors are widely used for their linear output,
high resolution and sensitivity, ruggedness, low hysteresis and power consumption, and resistance to
high temperatures and pressures (Wolf 1979). There are two main types of VDT devices: linear (LVDTs)
and rotatory-variable differential transformers (RVDTs). The difference between the systems is how
the magnetic core moves: in an LVDT, the core moves between the coils in a straight line (i.e., linearly),
whereas the RVDT rotates for angular displacement measurements (Silva 2005).

LVDTs find numerous applications in the medical field. In hospitals, LVDT sensors were used to
monitor the displacement of a CPR manikin during chest compression on pliable surfaces, such as mat-
tresses (Noordergraaf et al. 2009). In medical research, LVDT sensors were used to measure the ther-
mal expansion of a blood vessel under low cryogenic conditions (Rios and Rabin 2006). LVDTs have
also been incorporated into implants. For example, a sensor for monitoring micromotion and migra-
tion in total knee and total hip arthroplasty implants was realized with a modified LVDT consisting
of two coaxial cylindrical coils and two pairs of resistors forming a Wheatstone bridge. The hip model
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FIGURE 3.2 Illustration of the basic operating principle of linear variable differential transformer displacement
sensors. When the core is positioned at the exact center between secondary coils 1 and 2, the differential voltage
between the two secondary coils, V, is zero. Movement of the core creates an imbalance, increasing V. The signals at
the primary coil, secondary coils 1 and 2, and the differential voltage V are also shown.

positioned the LVDT in the bone cavity with the coils attaching to the bone and a ferrite rod (the core)
connecting to the implant. The movement of the implant caused the ferrite rod to move and thus altered
the mutual inductance of the coils (Hao et al. 2008).

LVDTs were used as pressure sensors by connecting the coils to a reference pressure point and the
core to a pressure responsive flexible membrane. Just like a diaphragm pressure sensor, the membrane
of the capsule deflected under pressure, moving the core and changing the mutual inductance of the
secondary coils (Wheeler and Ganji 2009). The same principle was applied to physiological monitoring
systems, such as a catheter-tip blood pressure measurement device (Rao and Guha 2001).

Not surprisingly, LVDTs have also been deployed for monitoring vibrations, which are essentially
time-varying displacements. An LVDT was connected to the sensor structure such that movement in
the sensor caused the core of the LVDT to displace, allowing real-time tracking of vibration amplitude
and frequency (Wheeler and Ganji 2009). For medical sensing, this technique has been applied to moni-
tor the effects of vibrations on the human body (Rao and Guha 2001).

3.1.3 Magnetic Markers for Biosensing

Magnetic particles have been used as markers for chemical or microbial detection as they are easily
detected through magnetic fields. Compared to other chemical or microbial detection techniques, such
as polymerase chain reaction (PCR), ELISA, lateral flow assay, and flow cytometry, magnetic mark-
ers are simpler and cheaper to operate and easier to incorporate in portable measuring instruments.
This allows the development of point-of-care diagnostic systems that have a high degree of mobility.
Magnetic particles are often functionalized to specifically bind to target antigens or analytes. Highly
specific antibodies, proteins, phages, and other microbial affinity materials are generally used as the
functionalization agents, thus playing a direct role in determining the reliability and sensitivity of the
sensor. Magnetic particles are made of iron oxide (magnetite) and are commonly available in different
sizes, ranging from nanometers to micrometers, for a variety of applications. To achieve a high degree
of reactivity and improve the sensing quality, they are often fabricated to have a high surface area to
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volume ratio. In addition, magnetic particle cores are frequently coated with a layer of organic polymer,
such as polyvinyl alcohol (PVA) (Meyer et al. 2007a, Oster et al. 2001), to provide a different surface for
functionalization and improve biocompatibility.

Traditionally, magnetic particles were primarily used for preparing samples before measurements
with other techniques. For instance, magnetic particles were used to enhance the sensitivity of a fluo-
rescent method for antigen detection (Alefantis et al. 2004). As shown in Figure 3.3, functionalized
magnetic particles were used to extract targeted antigens from a sample solution followed by the addi-
tion of fluorophore substances that bound to the targets. The intensity of light emission was measured to
give the concentration of the targeted antigens. Because only magnetic particles coated with the correct
antibodies bind to the extracted antigens, this technique provides a better sensitivity and selectivity
compared to standard fluorescent methods.

In recent years, magnetic particles have been increasingly exploited as markers for direct quantifica-
tion of bacteria by measuring their magnetic signals. When magnetic particles are exposed to a mag-
netic field generated by an inductive coil, they alter the magnetic field, the degree of which is monitored
in terms of measured voltage. Quantification of analytes with magnetic markers is more favorable than
conventional techniques mainly because they are less expensive, easy to handle, consume less time,
and exhibit remote control and query nature. Furthermore, the specificity of magnetic markers can be
enhanced by controlling the applied magnetic field, a process known as “magnetic washing” (Baselt
etal. 1998). As a result, specific and nonspecific analytes are easily differentiated by simply varying the
applied magnetic field.

In clinical and research studies, nanosized magnetic particles are often interrogated with supercon-
ducting quantum interference devices (SQUIDs) because of their high sensitivity (Flynn et al. 2007).
Another technique to monitor magnetic particles is the ABICAP column. As illustrated in Figure 3.4,
the ABICAP column consists of an ABICAP filter commonly made of polyethylene capable of experi-
encing further modification to bind with specific antibodies. When the sample solution is added into
the column, target analytes bind to the antibody coated on the ABICAP filter. Following this, second-
ary antibody-coated magnetic beads are added into the column, with subsequent binding of secondary
antibodies to bound antigens immobilizing the magnetic particles. Changes in magnetic flux because of
incoming magnetic particles can then be measured with a detection coil, which indirectly quantifies the
concentration of targeted antigens. This technique has been used for detecting microbial species includ-
ing Yersinia pestis (Meyer et al. 2007a) and Francisella tularensis (Meyer et al. 2007b).

For certain applications, magnetic particles are not directly used in bacterial quantification but sim-
ply act as a means to assist other techniques for bacterial detection. Magnetic particles are used as com-
ponents to enhance the sensitivity of detection techniques by specifically selecting target analytes. In
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FIGURE3.3 Diagram illustrating binding of functionalized magnetic particles to target analytes and subsequent
binding of fluorophore to target analytes.
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FIGURE 3.4 Schematic diagram of an ABICAP column and binding of target analytes to primary (capturing)
antibody and secondary-antibody-coated magnetic beads.

some assays that require multiple washing steps, the utilization of magnetic particles reduces or short-
ens the washing step thereby decreasing damage and degradation to and of the analytes, respectively.
Functionalized magnetic particles also enhance the sensitivity of ELISA while maintaining accuracy by
specifically selecting targeted antigens before proceeding to the following steps (Nagasaki et al. 2007,
Chou et al. 2001). For example, to detect the HLA-B27 antigen, Chou and coworkers used anti-B27-
coated magnetic particles to first extract B27-positive cells, isolating them from peripheral blood mono-
nuclear cells before identification with ELISA (Chou et al. 2001).

3.1.4 Sensors Based on Magnetic Harmonic Field Tuning

A sensing mechanism was realized by tracking the response of a magnetically soft material placed adja-
cent to a position-varying permanent magnet. While under the excitation of an ac magnetic field, the
magnetically soft material generated higher order harmonic fields because of its magnetic softness (low
energy loss with large and nonlinear magnetization). Because the amplitudes of the higher order har-
monic fields were also dependent on the magnitude of a constant (dc) magnetic field, the magnetically
soft material generated a harmonic field pattern when exposed to a varying dc field along with the ac
field (see Figure 3.5a). The dc field dependency of the harmonic fields can be explained with the BH loop.
In the absence of a dc field, the ac excitation field forces the magnetic material to exhibit an odd sym-
metry magnetization (see Figure 3.6a), resulting in the generation of maximum odd harmonic fields
and zero even harmonic fields (see Point A in Figure 3.5a). When a dc field is applied, the odd symmetry
of the BH curve is destroyed (see Figure 3.6b), resulting in the increase in even harmonic fields and
decrease in the odd harmonic fields (see Point B in Figure 3.6a).

Placing a permanent magnet adjacent to the magnetically soft material shifted the pattern of the
higher order harmonic field depending on the separation distance. The effect of the permanent magnet
is similar to exerting a secondary dc field along with the excitation ac and dc fields, thus shifting the har-
monic field pattern as shown in Figure 3.5b (the shift is quantified by H,). By designing the sensor such
that the separation distance varied with a parameter of interest, wireless sensors, known as magnetic
harmonic sensors, have been developed to measure pressure, stress, liquid flow rate, and even chemicals
by tracking the shift in the harmonic pattern.

Magnetic harmonic sensors allowed for monitoring of stress/strain by relating shifts in the magnetic
higher order harmonic fields (H,) to applied stress/strain. For this sensor to function, a deformable
material was situated between the magnetically soft material and the permanent magnet as shown in
Figure 3.7a. As the material deformed under a compressive stress, the separation between the sensing
and biasing elements decreased, resulting in an observable shift in the higher order harmonic field pat-
tern allowing for the monitoring of stress/strain in a structure (Tan et al. 2008).
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FIGURE 3.5 The higher order harmonic fields, generated by a soft magnetic material under a constant ac mag-
netic field, change their amplitudes when a dc magnetic (biasing) field is also applied. The higher order harmonic
field versus dc biasing field plots have a distinct pattern as shown in (a). When a magnet is placed adjacent to the soft
magnetic material, it generates an additional field that shifts the harmonic field pattern shown in (b).

For pressure monitoring, the magnetically soft material was adhered to the bottom of an airtight
chamber and the permanent magnet was attached to a flexible rubber membrane (see Figure 3.7b).
Deflection of the membrane because of pressure variations altered the separation distance between
these two magnetic elements, shifting the observed magnetic harmonic field (Pereles et al. 2008).
A flow sensor was also realized by attaching the magnetically soft material to the side of a flow chan-
nel at an angle to the permanent magnet across the channel (see Figure 3.7c, top cover not shown).
Increasing the flow rate deflected the magnetically soft material away from the permanent magnet,
resulting in a shift of the magnetic higher order harmonic field for tracking the flow rate (Pereles
et al. 2009).

In addition to physical parameters, chemical sensing was also accomplished by applying a chemically
sensitive hydrogel made of (poly)vinyl alcohol and (poly)acrylic acid (PVA/PAA) hydrogel between the
magnetically soft material and a permanent magnet (see Figure 3.7d) (Horton et al. 2009). The pH in the
test solution caused the hydrogel’s dimensions to change, thus varying the separating distance between
the two magnetic elements. This in turn altered the shift in the magnetic higher order harmonic field
allowing for remote tracking of pH variations (Horton et al. 2009).

() B (b) B

FIGURE 3.6 The BH curve of a soft magnetic material while (a) under zero dc magnetic field and (b) biased by a
dc magnetic field.
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FIGURE3.7 Various designs of magneto-harmonic sensors for measuring (a) stress/strain, (b) pressure, (c) liquid
flow, and (d) pH.

3.2 Magnetoelasticity for Biosensing

Magnetostriction is a phenomenon where the dimensions of a magnetic object change when subjected
to the influence of an external magnetic field. The magnetostriction of a material is generally quantified
by the saturation magnetostriction A, defined as the ratio of the change in length, Al, from the original
length, I, expressed as a strain at magnetic saturation. In contrast, the magnetoelastic effect describes the
coupling between elastic energy and magnetic energy and is usually quantified with the magnetoelastic
coupling coeflicient k, defined as the ratio of the coupled elastic-magnetic energy to the pure elastic and
magnetic energies. Magnetoelastic and magnetostriction effects are related but not necessarily propor-
tional to one another because of the influence of other parameters, such as applied stress and annealing
conditions. For example, rare-earth-based alloys have a very high A, but their magnetoelastic coupling is
lower than the Fe-rich alloys having a lower A..

The most common magnetoelastic materials are rare-earth intermetallic compounds and amor-
phous magnetically soft ferromagnetic glasses. Crystalline rare-earth intermetallic compounds, such
as Terfenol-D (Tb,,Dy,,Fes,s), have a magnetostriction on the order of 103, a magnetoelastic cou-
pling of k=0.7, and a low compliance. As a result, such materials are useful actuators for a range of
applications, including sonar transducers. Amorphous ferromagnetic alloys, with high iron content,
exhibit magnetostrictions on the order of 10-, and a magnetoelastic coupling close to 1 after annealing.
Amorphous ferromagnetic alloys are widely used as stress/strain sensors, field sensors, and as cores of
power transformers.

Different types of sensors have been realized based on the principle of magnetoelasticity. A magne-
toelastic material can be directly used to quantify parameters such as stress and pressure by measur-
ing the changes in magnetization behavior. Conversely, a class of mass and elasticity sensors, known
as magnetoelastic resonant sensors, monitor stress/pressure in addition to performing chemical and
biological detection, with proper functionalization. In this case, there is a shift in frequency related to
their elasticity change secondary to a mass change because of the analyte.
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3.2.1 Magnetoelastic Resonant Sensors

Made of amorphous ferromagnetic ribbons, magnetoelastic resonant sensors are highly attractive for phys-
ical, chemical, and biological monitoring not only because of their small size and low cost but also because
of their passive and wireless nature. Magnetoelastic resonant sensors are commonly used to measure
physical parameters, such as stress, pressure, and strain. By applying a mass and/or an elasticity-changing
biological-responsive layer, magnetoelastic sensors become ideal for measuring biological targets such as
Escherichia coli O157:H7 (Ruan et al. 2003a) and chemical markers such as ricin by detecting changes in
the resonant behavior because of the analyte of interest. The sensors mechanically vibrate at the frequency
of an applied magnetic field, with the greatest vibration amplitude occurring at the mechanical resonant
frequency of the sensor. As illustrated in Figure 3.8, the mechanical vibrations of the sensor produce a
time-varying magnetic flux that can be observed remotely by a detection coil. The sensor can be interro-
gated by performing a frequency sweep to obtain the resonant spectrum (Zeng et al. 2002). Alternatively,
the sensor can also be interrogated using a transient frequency-counting operation (Zeng et al. 2002),
which first excites the sensor at a frequency near the resonant frequency of the sensor, and then captures
the transient response of the sensor to determine the resonant frequency. The resonant frequency, f;, of
an unmodified sensor is related to its mechanical properties and physical length as (Grimes et al. 2002)

1 [E
fr=51 \fp (33)

where L is the sensor length, p is the density of the sensor, and E is the elasticity of the sensor. Applying
a mass changing coating to the sensor alters the resonant frequency in response to an analyte of interest.
For small mass loads, the change in resonant frequency Afis given by (Grimes et al. 2002)

Af = - fo% (3.4)

where M is the mass of the sensor and Am is the mass load. Based on Equation 3.4, magnetoelastic
sensors can be used to directly measure mass loading (or stress and strain). Additionally, by applying
chemical and/or biological affinity coatings, which specifically increase mass loading in response to a
target chemical or biological agent, the sensor platform can be used for biological and chemical sensing.

Excitation coil Receiving coil

@ —CV Sensor _CV

E Sensor Frequency
X?Itatll()n transient domain
signa response resonance

FIGURE 3.8 Schematic drawing illustrating the remote query nature of the passive, wireless magnetoelastic sensor.
Magnetic field pulses, at a frequency near the resonant frequency of the sensor, are generated to vibrate the sensor.
The excitation field is then turned off allowing the sensor to continue vibration at its resonant frequency. The tran-
sient sensor response is then converted to the frequency domain to extract the resonant information.
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FIGURE 3.9 The response of a magnetoelastic sensor, while immersed in a clotting blood sample, allowed for the
determination of blood coagulation time and the clotting profile.

3.2.1.1 Physical Monitoring

In medical research, magnetoelastic sensors have been used to measure viscosity change during blood
clotting to precisely determine blood coagulation time, which is critical for therapeutic anticoagu-
lants. As shown in Figure 3.9, soft fibrin clot formation on the surface changes the damping, shifting
the characteristic resonant frequency and resonant amplitude, thereby enabling real-time continu-
ous monitoring of the biological event. Benefits of the magnetoelastic sensor system for this applica-
tion include requiring only a very small volume of blood samples and the noncontact nature of the
electronic detection system, rendering it a viable option for portable blood coagulation monitoring
(Puckett et al. 2003). In addition to coagulation time, magnetoelastic sensors can also monitor the
coagulation and/or dissolution profile of blood, allowing for the observation of hemostasis (Puckett
et al. 2005).

3.2.1.2 Chemical Detection

Magnetoelastic sensing technology has also been developed for pH monitoring in various biomedical
applications, such as remote gastric/esophageal pH monitoring for the diagnosis of gastroesophageal
reflux disease (GERD). GERD is a digestive disorder related to the retrograde movement of gastric acid
into the esophagus from the stomach. The continuous monitoring of pH at the lower esophagus or in the
stomach itself is useful in establishing a good GERD diagnosis. The magnetoelastic pH sensor consisted
of a magnetoelastic sensor coated with a mass-changing pH-responsive polymer made of acrylic acid
iso-octyl acrylate (Bouropoulos et al. 2005). While the sensor showed good response toward the pH by
measuring the change in the resonant frequency, the polymer was sensitive to salt concentrations and
altered the sensor response (Cai and Grimes 2000). A similar pH sensor was fabricated by spin coat-
ing poly (vinylbenzylchloride-co-2,4,5-trichlorophenyl acrylate) (VBC-TCPA) polymer spheres onto the
surface of a magnetoelastic sensor (Ruan et al. 2003b). For the polymer spheres to attach to the metal-
lic sensor surface, polyurethane resin was first dip coated as an adhesion promoting layer. Unlike the
previous system, this device’s response was mostly independent of the interfering potassium chloride
concentration (Ruan et al. 2003b).

A glucose sensor was also developed by coimmobilizing glucose oxidase (GOD) and catalase onto a
pH-sensitive-polymer-coated magnetoelastic sensor. The GOD catalyzes the hydrolyzation of glucose,
producing gluconic acid and shrinking the pH-responsive polymer. The change in pH-sensitive-poly-
mer dimension alters the resonant frequency of the sensor when tested with urine samples. Although
the presence of acetaminophen, lactose, saccharose, and galactose does not significantly interfere with
detection of glucose, interference from ascorbic acid was observed. The ascorbic acid effect can be elimi-
nated through cross-correlation with a pH-responsive magnetoelastic reference sensor or by preadjust-
ing the sample to pH 7 (Gao et al. 2007).
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Magnetoelastic sensors have been used to detect chemicals for disease diagnosis. For example, a sen-
sor was used to detect lithogenetic salts, such as calcium oxalate and brushite (Bouropoulos et al. 2005),
major causes of kidney and bladder stones and the deposition of salts on urinary catheters and stents.
The sensor was immobilized with a layer of starch gel for o-amylase detection (Wu et al. 2007a) for the
diagnosis of acute pancreatitis. Magnetoelastic sensors have also been used to detect acid phosphatase
(ACP) (Wu et al. 2007b), which has a great clinical significance in the diagnosis of hypophosphata-
sia, human prostatic disease, and prostate cancer. The sensor was coated with bovine serum albumin
(BSA), followed by 5-bromo-4-chloro-3-indolyl phosphate (BCIP). ACP causes dephosphorylation of
BCIP producing an insoluble blue BCIP dimer. This blue dimer strongly adsorbed on the sensor surface
changes the mass loading of the sensor and decreases the resonant frequency (Wu 2008).

Magnetoelastic sensors have also been used to monitor environmental contaminants, such as organo-
phosphate (OP) pesticide (Zourob et al. 2007). The sensor was immobilized by applying a pH-sensi-
tive polymer coating and the enzyme OP hydrolase (OPH) onto the sensor surface. OPH catalyzes the
hydrolysis of OP compounds, changing the pH in the hydrogel and causing the pH-responsive polymer
to either swell or shrink. The sensor is capable of detecting paraoxane and parathion, a subclass of the
highly toxic OP compound family, down to a detection limit of 10-° ~ 107 M (Zourob et al. 2007).

3.2.1.3 Bacteria/Virus and Biotoxin Detection

Owing to their high sensitivity toward mass changes, magnetoelastic sensors have been used for the
detection of bacteria/viruses and biotoxins. In most cases, biological responsive coatings are applied on
the sensors to convert biological information to mass or elasticity variations.

The magnetoelastic sensor has been used to detect Mycobacterium tuberculosis (M. TB), the cause of
tuberculosis (TB) and the world’s second most common cause of morbidity and mortality from infec-
tious disease. The sensor was immersed in a culture medium of M. TB. The growth and reproduction
process produced changes in viscosity and density of the culture medium and, consequently, altered the
resonant frequency of the sensor. The device showed logarithmic response proportional to the M. TB
concentration in the range 104-10° cells/mL (Pang et al. 2008).

Magnetoelastic sensors have also been used for the detection of food pathogens, such as Salmonella
typhimurium, Escherichia coli 0157:H7, and staphylococcal enterotoxin B (SEB). For the detection of
S. typhimurium, a polyclonal antibody was immobilized onto the sensor surface. The binding of S.
typhimurium bacteria to the antibody resulted in mass loading of the sensor, which in turn shifted the
sensor’s resonant frequency. Although the sensitivity of this sensor was size dependent, a detection
limit of 5 X 10% cfu/mL was obtained for the smaller sensors (Guntupalli et al. 2007). The E. coli sensor
was immobilized using affinity-purified antibodies attached to the surface. As illustrated in Figure 3.10,
alkaline phosphatase (AP) was used as a labeled enzyme to the anti-E. coli O157:H7 antibody, which
helped amplify the mass change by biocatalytic precipitation of BCIP to produce an insoluble dimer
that was strongly bound to the surface. This increased the sensor mass loading, thus lowering the sen-
sor’s resonant frequency. The detection limit of the biosensor was 10? cells/mL with a linear response of
up to 10° cells/mL (Ruan et al. 2003a). An SEB sensor was developed by immobilizing affinity-purified
rabbit anti-SEB antibody on a magnetoelastic sensor surface. The affinity reaction of biotin-avidin and
biocatalytic precipitation was used to amplify antigen-antibody binding events on the sensor surface.
Horseradish peroxidase and AP were used as the labeled enzymes to induce biocatalytic precipitation
with BCIP. The biosensor demonstrates a linear shift in resonant frequency with SEB concentration and
a detection limit of 0.5 ng/mL (Ruan et al. 2004).

Magnetoelastic sensors have also been used for the detection of biological agents, such as Bacillus
anthracis spores (anthrax) and ricin. B. anthracis are biological warfare agents that can cause death in
humans. To detect B. anthracis spores in liquids, micro-sized, freestanding, magnetoelastic particles
(MEPs) of iron-boron have been fabricated as sensors using microelectronic fabrication techniques.
Affinity-selected filamentous bacteriophage for B. anthracis spores were used as the biomolecular rec-
ognition agents and were immobilized onto MEPs by physical adsorption. When exposed to dilute spore
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FIGURE 3.10 Schematic representation of the sandwich enzyme-linked immunosorbent assay procedure used
with the magnetoelastic E. coli O157:H7 sensor.

solutions, the mass on the MEPs changed because of binding of bacteria, reducing the resonant fre-
quency of the resonating particles. During in-liquid testing, a detection limit of 10° cfu/mL was reported
(Wan et al. 2007).

Ricin, a highly toxic glycoprotein that can pose a serious health hazard resulting in death due to respi-
ratory distress and hypoxemia, was also detected with magnetoelastic sensors by sandwiching a com-
plex of antiricinus antibody-ricin AP and conjugated rabbit antiricinus antibody on the sensor surface.
Detection was realized by biocatalytic precipitation of AP through specific binding of AP-antiricinus
antibody to ricin in the sample. The sensor demonstrated linear resonant frequency shifts in the range
of 10 ng/mL-100 pg/mL.

Magnetoelastic sensors have also been used for the detection of endotoxin, which can cause sepsis
in immunocompromised patients. The system was based on the use of magnetoelastic sensors to moni-
tor gel formation (clot formation), which changes the viscosity of the limulus amoebocyte lysate (LAL)
assay in response to endotoxin. By correlating different endotoxin concentration and the LAL assay clot
rate, it was found that the maximum clot rate was directly proportional to the endotoxin concentration.
Endotoxin concentrations as low as 0.0105 EU/mL have been detected in approximately 20 min (Ong
et al. 2006).

3.2.2 Magnetoelastic Stress/Strain Sensors

The magnetic properties of magnetoelastic materials change when exposed to an external loading force.
By detecting this change via external coils, magnetoelastic stress/strain sensors have been realized
(Arms and Townsend 2002), many of which have been used for biomedical applications such as moni-
toring of various joints, such as shoulder and knee, and lung ventilation (Klinger et al. 1992). In addi-
tion, magnetoelastic materials have been used to monitor healing of bone fractures by determining the
stress/strain applied to sensors attached to the bone or to prostheses. The sensor detects changes in the
axial stress seen on a prosthetic bone plate as the fracture heals by monitoring variations in the magnetic
field, which are in turn affected by stress variations as the healing bone is able to support more of the
stress (Oess et al. 2009).

Magnetoelastic materials were also used for noninvasive assessment of cardiovascular oscillations
of the carotid artery as a skin curvature sensor (SC-sensor) (Kaniusas et al. 2008). The SC-sensor was
fabricated with a bending-sensitive magnetoelastic bilayer partly enclosed by a coil. The bilayer con-
sists of a magnetoelastic layer attached to a nonmagnetic counter layer such that when the bilayer is
mechanically bent, its permeability changes and this variation transfers into a measurable signal. The
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sensor records alterations in artery radius through mechanical oscillations of the skin and thus pro-
vides relevant physiological data, such as cardiac and respiratory activities and blood pressure changes
(Kaniusas et al. 2008).

Another biomedical application for magnetoelastic materials involves monitoring the laryngeal mus-
cles for investigation of unilateral laryngeal paralysis. The sensor consisted of a ring-shaped magnetic
circuit with a core made of a high susceptibility magnetostrictive amorphous ribbon surrounded by
an excitation and pick-up coil. The sensor configuration was designed to respond to stresses along any
direction of the insertion plane and the ring shape provided sensitivity to mechanical deformations
along the ring plane. In vivo implantation in larynxes of dogs allowed for the detection of physiologi-
cal functions in the larynx, such as phonation and deglutition. The simple sensor design and working
principle make it a potential tool for measuring stresses inside any kind of muscle in the body (Pina
et al. 2001).

3.3 Radio Frequency Identification Devices

A RFID system consists of a transceiver and one or more RFID tags communicating through
high-frequency electromagnetic signals. The transceiver sends out a signal detected by the RFID
tag whose response is acquired and interpreted by the transceiver (Domdouzis et al. 2007). Two
main categories of RFID tags exist: read/write or read only and active or passive. A read/write tag
allows for storing data and later “writing” over the information, whereas a read-only tag contains
an unchangeable piece of unique data. Active tags are powered by an onboard supply, allowing for a
longer detection range with detection of more tags and larger data storage. Passive tags are powered
by an electromagnetic signal and have a shorter detection range. While they read fewer tags at a time
and have more limited data storage capacity, passive tags require no power source and, as a result,
are not limited by the size of a battery or the need to eventually replace the tag/battery over time
(Domdouzis et al. 2007).

As awhole, RFID technology is robust, versatile, and easy to miniaturize, and can have a low cost per
unit. Although the system is more complex compared to magnetic-based wireless sensor technologies,
the capacity for coupling with other devices, data storage and transmission, and the versatility of the
sensor platform as a wireless communication device make it a highly attractive technology for wireless
sensing applications.

3.3.1 RFID for Biomedical Applications

The most common use of RFID technology in biomedical applications involves the tracking and loca-
tion of objects and people. In hospitals, tags can take advantage of preexisting wireless networks to
send and receive information allowing for hospital-wide tracking of patients, charts, doctors, and so
on (Sangwan et al. 2005). This becomes especially useful for monitoring infants, who may be taken or
accidentally swapped for someone else’s baby, and patients who are likely to try and leave a designated
area, such as those with dementia (Smith 2008). Another application in hospitals couples the RFID
tag to a central database allowing for quick access to patient information, such as allergies, current
medications being taken, and so on (Smith 2008), from multiple locations in the hospital (Dalton
et al. 2005). RFID tags also have been employed to ensure proper matching and labeling of donated
and transfused blood to improve safety during blood donation and transfusion (Dalton et al. 2005).
Pharmaceutical companies use RFID tags to prevent counterfeit drug purchases (Dianmin et al. 2008)
and hospitals can take advantage of this to track drugs from the factory all the way to the hospital
and the patients taking them (Wu et al. 2005). RFID tags have even been used in dentures to allow
for simple identification of bodies (Nuzzolese et al. 2010). Another application for hospitals embeds
RFID tags into surgical equipment, such as sponges, allowing for localized tracking and identifica-
tion of surgical objects and equipment before, during, and after a surgery (Gibbs et al. 2007). The
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system tracks tags with a wand containing an antenna attached to necessary equipment and sends
and receives data via electromagnetic signals (Gibbs et al. 2007). Such technology can be useful in
avoiding the problem of retained objects in surgical sites.

Most RFID sensors deployed as physical or chemical/biological sensors couple to other devices. For
example, an RFID-based sensor system known as wireless identification and sensing platform (WISP)
can utilize a variety of physical sensors for applications such as analysis of foot pronation while running.
This particular sensor application allows for the analysis of running efficiency by using a 3D accelerom-
eter from a WISP device powered by an RFID tag (Erickson et al. 2009). Similarly, a humidity-sensitive
material was incorporated into an RFID tag for moisture monitoring. The tag demonstrates a change in
power properties as increased absorption of moisture leads to an increase in the detuning of the sensor
(Floerkemeier et al. 2010). An optical chemical sensor was coupled to an RFID chip by incorporating a
thin sol-gel film with a pH-sensitive dye for wireless passive pH monitoring (Steinberg and Steinberg
2009). The sensor uses LEDs and a silicon photodiode to monitor changes in the optical absorption
of the indicator dye. Collected data were then transmitted externally by the RFID tag (Steinberg and
Steinberg 2009).

Several RFID sensors directly monitor physiological events. For instance, a system to monitor and
utilize the electroencephalogram (brain waves) to restore body functions was developed for immobi-
lized patients to interact with external devices such as computers and robotic arms. In this system, RFID
tags were used for noninvasive collection of the EEG signal for controlling neurobotic prostheses and
other devices (Eleni 2008). A similar system applies the RFID technology to power WISP for recording
neural data. This device, referred to as NeuralWisp, was tested for feasibility by recording activity in the
brains of macaque monkeys (Otis et al. 2009). RFID tags were also incorporated into a retinal prosthetic
along with 1000 MEMS electrodes. The RFID tag acted as a wireless data transmitter and power source
for the electrodes with the aim of restoring vision to the blind (Weiland et al. 2008). Another reported
technology used a small coupled microphone or electrocardiogram to measure the heartbeat spike-
pulse in laboratory rats and took advantage of the RFID technology to power the device and send data
(Yamakawa et al. 2007).

Chemical and gas sensors for monitoring medically relevant analytes also make use of RFID tech-
nology. An RFID glucose sensor was developed for long-term wireless monitoring of insulin levels in
diabetic patients without frequent blood drawing. The system consisted of RFID tags, typically embed-
ded in animals for identification purposes, and a coupled glucose sensor. Sensor implantation occurs
without surgery using a veterinary needle in an area such as the upper arm. The device could then be
scanned with a low-frequency interrogator in a mobile phone, PDA, or a variety of other commonly used
mobile devices (Moore 2009). In terms of gas sensing, a commercial metal-oxide CO, monitor with an
RFID tag system for monitoring the carbon dioxide release of an infant was developed. The RFID sen-
sors installed on the bars of a crib monitor the baby’s breathing as an early warning system for sudden
infant death syndrome (Cao et al. 2007).

In addition to medically relevant chemicals and gases, liquid monitoring for medical applications
also makes use of RFID sensors. A radio frequency integrated circuit (RFIC) was combined with a wet-
ness sensor for monitoring diapers in elderly patients and babies. The sensor could assist in notifying
nurses and other staff when a patient incapable of changing themselves is in need of assistance, thus
avoiding unnecessary rashes, discomfort, and other problems (Yang et al. 2008).

Not all RFID sensors are coupled to other technologies. Displacement tracking in a variety of struc-
tures was accomplished by observing the change in tag backscatter power and minimum reader trans-
mitted power of a sensor tag attached to a metal plate (Bhattacharyya et al. 2009). The sensor functioned
by monitoring the degradation of the tag signal due to an attached metal plate that interferes with signal
transduction and affects the backscatter signal strength and the minimum power required to turn on
the tag. As the distance between the RFID tag and the metal plate varied due to displacement in the
structure the plate is adhered to, these parameters change as well and are interpreted as material defor-
mation of the structure (Bhattacharyya et al. 2009).
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3.4 Inductive-Capacitive Resonant Circuit Sensors

Generally, an inductive-capacitive resonant circuit (inductance and capacitance (LC) tank circuit) con-
sists of an inductor and capacitor, with the inductor coupled to a nearby coil (see Figure 3.11). Changes
in capacitance/inductance of the LC tank circuit are measured indirectly by observing changes in the
resonant frequency by sensing circuit impedance through coupling with the coil, allowing for short
range wireless sensing. If the inductance or capacitance of the circuit varies with a physiological variable
of interest, for example, pressure, then a physical or biological/chemical sensor is realized by measuring
the variations in resonant frequency, f,, given by

f=$ 3.5
e (3.5)

where L and C are the inductance and capacitance, respectively.

As shown in Figure 3.12, LC sensors, as technology platforms, are small, easy to manufacture, reliable,
and capable of not only being read through biologic tissue but can also provide a source of wireless pas-
sive power for a variety of implantable devices. In comparison to the RFID sensor technologies, the LC
sensor is a simpler version of an inductively coupled sensor with no data storage or processing capacity.

LC tank circuits designed for in vivo pressure monitoring were originally developed by Stuart
Mackay and Bob Merkevitch in the 1950s. The sensor consisted of a coil connected in parallel to a
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FIGURE 3.11 Illustration of the coupling between the inductive—capacitive resonant circuit and a detection coil.

FIGURE 3.12 The inductive-capacitive sensor could be easily fabricated on a flexible substrate.
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capacitor placed near a pressure-sensitive diaphragm with an attached magnetic material. As pres-
sure deflects the diaphragm, the external magnetic field experienced by the sensor changes, resulting
in measurable variations in sensor resonant frequency, which can be interpreted as pressure changes
(Mackay 1983). Thirty-five years later, this device has been modified and refined and now finds use in
a wide variety of medical applications. For instance, following an endovascular repair procedure, LC
tank sensors, incorporated into stent devices, allow for the detection of an impending aortic aneu-
rysm before the actual event occurs. The sensor consists of an LC circuit with a variable capacitance,
which changes in relation to the pressure of the environment, allowing clinical personnel to wirelessly
monitor patients postoperatively (Ohki et al. 2004). An intraocular pressure sensor was developed
in both a variable capacitance form, by placing a capacitor plate on a deformable diaphragm, and a
capacitive/inductive form, through placing the upper layer of the capacitor and inductor in a deform-
able diaphragm. As the pressure increases within the chamber, the separation distance between the
capacitor and/or inductor components increases, resulting in a rise in the resonant frequency of the
LC circuit, which can be interpreted as a change in pressure. The device was successfully tested in a
6-month animal study and is expected for use in clinical testing (Chen et al. 2008). Based on the same
design, an LC pressure sensor was employed for continuous monitoring of pressure inside the bladder
(Coosemans and Puers 2005).

For applications requiring a large sensing surface area, such as those measuring permittivity and con-
ductivity of tissue, an interdigital capacitor was introduced as the capacitive element in an LC circuit.
The change in capacitance resulted in a variation of the impedance and resonant frequency of the LC
sensor, which can be interpreted as alterations in the permittivity and conductivity of tissue. The sensor
was implanted into the phantom tissue and a saturation depth was achieved such that data were only
collected from the tissue layer of interest (Yvanoft and Venkataraman 2009).

An LC circuit was also coupled with a varactor for in vivo biopotential monitoring. Electrodes sense
the variation in biopotential, which was used to alter the bias voltage of the varactor, thus causing its
capacitance to change. The alteration in capacitance caused a variation in the LC resonant frequency,
which was reflected in the impedance of the detection coil (Riistama 2007).

Glucose-sensitive hydrogels coupled to LC circuits allow for wireless glucose monitoring. A two-plate
capacitor, with one fixed and one mobile plate, incorporated into an LC circuit was designed such that
the mobile plate attached to a glass membrane on one side and a hydrogel on the other. When exposed
to a flowing media with changing glucose concentration, the hydrogel swelled/shrank causing a varia-
tion in the deflection of the glass membrane. This altered the separation distance between the capacitor
plates, thereby changing the resonant frequency (Ziaie 2007).

A microdosimeter for monitoring radiation uses an LC variable capacitance circuit and an electret
material. The sensor measured radiation as a function of the change in surface charge density resulting
from attraction to the electret (Son and Ziaie 2006). The variable capacitor consisted of a fixed plate
and a mobile plate. This structure changed as the mobile plate was attracted to the fixed plate due to
the electric field between them. When exposed to ionizing radiation, the electret inside the capacitor
collected the surface charge in the air gap between the capacitor plates, thus reducing the strength of
the electric field and, as a result, the attractive force on the mobile plate. This change in plate separa-
tion distance altered the capacitance and, as a result, the resonant frequency of the LC circuit (Son and
Ziaie 2006).

The LC tank circuit is also used as an energy scavenging unit and communication channel for
implantable devices. For instance, an implantable drug delivery system was coupled with an LC tank
circuit as an onboard battery for in vivo drug delivery. The device controlled drug release by selectively
sending an electrical pulse stream between an anode and a cathode on either side of a drug reservoir
sealed with a gold membrane. The pulse caused the gold membrane to oxidize and dissolve and thus
release the contained drug. Two inductively coupled LC circuits provided power and communication to
the device, improving upon a previous system requiring onboard power (Tang et al. 2008).
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3.5 Conclusion

Magnetic and electromagnetic principles play an important role in biomedical sensing. From a com-
mon concept such as Faraday’s induction law to magnetostriction, physical and chemical sensors
have improved our ability to diagnosis many diseases and provide better long-term care for patients.
Although this chapter describes various magnetic and electromagnetic-based sensor technologies
and their biomedical application, these are just a sample of the many available technologies.
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Biologic systems frequently have electrical activity associated with them. This activity can be a con-
stant dc electric field, a constant flux of charge-carrying particles or current, or a time-varying electric
field or current, which are associated with some time-dependent biologic or biochemical phenomenon.
Bioelectric phenomena are associated with the distribution of ions or charged molecules in a biologic
structure and also the changes in this distribution resulting from specific processes. These changes
can occur as a result of biochemical reactions, or they can emanate from phenomena that alter local
anatomy.

One can find bioelectric phenomena associated with just about every organ system in the body.
Nevertheless, a large proportion of these signals are associated with phenomena that currently has not
generated a lot of interest and are not especially useful in clinical medicine. These signals usually rep-
resent time-invariant, low-level signals that are not easily measured in practice. There are, however,
several signals that are of diagnostic significance or that provide a means of electronic assessment to
aid in understanding biologic systems. These signals, their usual abbreviations, and the systems they
measure are listed in Table 4.1. Of these, the most familiar is the electrocardiogram, a signal derived
from the electrical activity of the heart. This signal is widely used in diagnosing disturbances in car-
diac rhythm, signal conduction through the heart, and damage to the heart muscle because of cardiac
ischemia and infarction. The electromyogram is used for diagnosing neuromuscular diseases, and the
electroencephalogram is important in identifying brain dysfunction and evaluating sleep. The other
signals listed in Table 4.1 are currently of lesser diagnostic significance but are, nevertheless, used for
studies of the associated organ systems. Although Table 4.1 and the above discussion are concerned with
bioelectric phenomena in animals, bioelectric signals also arise from plants. These signals are generally
steady-state or slowly changing, as opposed to the time-varying signals listed in Table 4.1. An extensive
literature exists on the origins of bioelectric signals, and the interested reader is referred to the text by
Plonsey and Barr for a general overview of this area [1].

4-1
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TABLE 4.1 Bioelectric Signals Sensed by Biopotential Electrodes and Their Sources

Bioelectric Signal Abbreviation Biologic Source
Electrocardiogram ECG Heart—as seen from body surface
Cardiac electrogram — Heart—as seen from within
Electromyogram EMG Muscle

Electroencephalogram EEG Brain

Electrooptigram EOG Eye dipole field
Electroretinogram ERG Eye retina

Action potential — Nerve or muscle
Electrogastrogram EGG Stomach

Galvanic skin reflex GSR Skin

4.1 Sensing Bioelectric Signals

The mechanism of electrical conductivity in the body involves ions as charge carriers. Thus, detecting
bioelectric signals involves interacting with these ionic charge carriers and transducing ionic currents
into electronic currents required by wires and electronic instrumentation. This transducing function is
carried out by electrodes that consist of electrical conductors in contact with the aqueous ionic solutions
of the body. The interaction between electrons in the electrodes and ions in the body can greatly affect
the performance of these sensors and requires that specific considerations be made in their application.
At the interface between an electrode and an ionic solution redox (oxidation-reduction), reactions need
to occur for a charge to be transferred between the electrode and the solution. These reactions can be
represented, in general, by the following equations:

C=C" +ne (4.1)

A" = A+ me 4.2)

n is the valence of cation material C, and m the valence of anion material, A. For most electrode sys-
tems, the cations in solution and the metal of the electrodes are the same, hence the atoms C are
oxidized when they give up electrons and go into solution as positively charged ions. These ions are
reduced when the process occurs in the reverse direction. In the case of the anion reaction, Equation
4.2, the directions for oxidation and reduction are reversed. For best operation of the electrodes, these
two reactions should be reversible, that is, it should be just as easy for them to occur in one direction
as the other.

The interaction between a metal in contact with a solution of its ions produces a local change in the
concentration of the ions in solution near the metal surface. This causes charge neutrality not to be
maintained in this region, which can result in causing the electrolyte surrounding the metal to be at a
different electrical potential from the rest of the solution. Thus, a potential difference known as the half-
cell potential is established between the metal and the bulk of the electrolyte. It is found that different
characteristic potentials occur for different materials and different redox reactions of these materials.
Some of these potentials are summarized in Table 4.2. These half-cell potentials can be important when
using electrodes for low-frequency or dc measurements.

The relationship between electrical potential and ionic concentrations or, more precisely, ionic activi-
ties is frequently considered in electrochemistry. Most commonly, two ionic solutions of different activ-
ity are separated by an ion-selective semipermeable membrane that allows one type of ion to pass freely
through the membrane. It can be shown that an electric potential E exist between the solutions on either
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TABLE 4.2 Half-Cell Potentials for Materials and Reactions
Encountered in Biopotential Measurement

Metal and Reaction Half-Cell Potential (V)
Al = AP + 3e” -1.706

Ni — Ni?" + 2e~ —0.230

H, — 2H* + 2e~ 0.000 (by definition)
AgtCl- — AgCl + e~ +0.223

Ag — Agr+e +0.799

Au— Aut+e” +1.680

side of the membrane, based on the relative activity of the permeable ions in each of these solutions. This
relationship is known as the Nernst equation

RT a

where a, and g, are the activities of the ions on either side of the membrane, R is the universal gas con-
stant, T the absolute temperature, # the valence of the ions, and F the Faraday’s constant. More details
on this relationship can be found in Chapter 5.

The Nernst equation also applies to a metal electrode in contact with a solution containing ions of that
metal. In this case, its form is slightly different:

RT
B U 4.4
E=E nFln(a) (4.4)

where E° is the half-cell potential for the redox reaction of the electrode metal and its ions in solution
(Equation 4.1) and a the activity of the electrode metal ions in solution. The activity of the solid electrode
metal is considered to be 1 in this case. When no electric current flows between an electrode and the
solution of its ions or across an ion-permeable membrane, the potential observed should be the half-cell
potential or the Nernst potential, respectively. If, however, there is a current, these potentials can be
altered. The difference between the potential at zero current and the measured potentials while the cur-
rent is passing is known as the overvoltage and is the result of an alteration in the charge distribution in
the solution in contact with the electrodes or the ion-selective membrane. This effect is known as polar-
ization and can result in diminished electrode performance, especially under conditions where there is
motion of the electrode with respect to the object to which it is attached. There are three basic components
to the polarization overpotential: the ohmic, the concentration, and the activation overpotentials. More
details of these overpotentials can be found in electrochemistry or biomedical instrumentation texts [2].

Perfectly polarizable electrodes pass a current between the electrode and the electrolytic solution by
changing the charge distribution within the solution near the electrode. Thus, no actual current crosses
the electrode—-electrolyte interface. Nonpolarized electrodes, however, allow the current to pass freely
across the electrode-electrolyte interface without changing the charge distribution in the electrolytic
solution adjacent to the electrode. Although these types of electrodes can be described theoretically,
neither can be realized in practice. It is possible, however, to come up with electrode structures that
approximate their characteristics.

Electrodes made from noble metals, such as platinum, are often highly polarizable. A charge distribu-
tion different from that of the bulk electrolytic solution is found in the solution close to the electrode
surface. Such a distribution can create serious limitations when movement is present and the measure-
ment involves low-frequency or even dc signals. If the electrode moves with respect to the electrolytic
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Sintered Ag and AgCl

Insulated lead wire

FIGURE 4.1 Silver-silver electrodes for biopotential measurements: (a) metallic silver with a silver chloride sur-
face layer and (b) sintered electrode structure. The lower views show the electrodes in cross section.

solution, the charge distribution in the solution adjacent to the electrode surface will change, and this
will induce a voltage change at the electrode that will appear as noise or motion artifact in the measure-
ment. Thus, for most biomedical measurements, nonpolarizable electrodes are preferred to those that
are polarizable to minimize this interference.

The silver-silver chloride electrode has characteristics similar to a perfectly nonpolarizable electrode
and is practical for use in many biomedical applications. The electrode (Figure 4.1a) consists of a silver
base structure that is coated with a layer of the ionic compound silver chloride. Some of the silver chlo-
ride when exposed to light is reduced to metallic silver; hence, a typical silver-silver chloride electrode
has finely divided metallic silver within a matrix of silver chloride on its surface. Because silver chlo-
ride is relatively insoluble in aqueous solutions, this surface remains stable. Moreover, because there is
minimal polarization associated with this electrode, motion artifact is reduced compared to polarizable
electrodes such as the platinum electrode. Furthermore, owing to the reduction in polarization, there is
also a smaller effect of frequency on electrode impedance, especially at low frequencies.

Silver-silver chloride electrodes of this type can be fabricated by starting with a silver base and electro-
lytically growing the silver chloride layer on its surface [2]. Although an electrode produced in this manner
can be used for most biomedical measurements, it is not a robust structure, and pieces of the silver chloride
film can be chipped away after repeated use of the electrode. A structure with greater mechanical stability
is the sintered silver—silver chloride electrode in Figure 4.1b. This electrode consists of a silver lead wire
surrounded by a cylinder made up of finely divided silver and silver chloride powder sintered together.

In addition to its nonpolarizable behavior, the silver-silver chloride electrode exhibits less electrical
noise than the equivalent polarizable electrodes. This is especially true at low frequencies, and so silver—
silver chloride electrodes are recommended for measurements involving very low voltages for signals
that are made up primarily of low frequencies. A more detailed description of silver-silver chloride
electrodes and methods to fabricate these devices can be found in Reference 3 and biomedical instru-
mentation textbooks [4].

4.2 Electrical Characteristics

The electrical characteristics of biopotential electrodes are generally nonlinear and are a function of the
current density at their surface. Thus, having the devices represented by linear models requires that they
be operated at low potentials and currents.* Under these idealized conditions, electrodes can be repre-
sented by an equivalent circuit of the form shown in Figure 4.2. In this circuit, R;and C,are components

* Or at least at an operating point where the voltage and the current are relatively fixed.
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FIGURE 4.2 The equivalent circuit for a biopotential electrode.
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FIGURE4.3 An example of biopotential electrode impedance as a function of frequency. Characteristic frequen-
cies will be somewhat different for different electrode geometries and materials.

that represent the impedance associated with the electrode-electrolyte interface and polarization at this
interface. R, is the series resistance associated with interfacial effects and the resistance of the electrode
materials themselves. The battery E,. represents the half-cell potential described earlier. It is seen that
the impedance of this electrode will be frequency dependent, as illustrated in Figure 4.3. Atlow frequen-
cies, the impedance is dominated by the series combination of R, and R, whereas at higher frequencies,
C, bypasses the effect of R, so that the impedance is now close to R,. Thus, by measuring the impedance
of an electrode at high and low frequencies, it is possible to determine the component values for the
equivalent circuit for that electrode.

The electrical characteristics of electrodes are affected by many physical properties of these elec-
trodes. Table 4.3 lists some of the more common physical properties of electrodes and qualitatively
indicates how these can affect electrode impedance.

TABLE 4.3 Effect of Electrode Properties on Electrode Impedance

Property Change in Property Changes in Electrode Impedance
Surface area T d

Polarization ) T At low frequencies
Surface roughness T {

Radius of curvature T {

Surface contamination T T

Note: T—Increase in quantity; J—decrease in property.
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4.3 Practical Electrodes for Biomedical Measurements

Different forms of electrodes have been developed for different types of biomedical measurements. To
describe each of these would go beyond the constraints of this chapter, but some of the more commonly
used electrodes are presented in this section. The reader is referred to the monograph by Geddes for
more details and a wider selection of practical electrodes [5].

4.3.1 Body-Surface Biopotential Electrodes

This category includes electrodes that can be placed on the body surface for recording bioelectric sig-
nals. The integrity of the skin is not compromised when these electrodes are applied, and they can
be used for short-term diagnostic recording, such as taking a clinical electrocardiogram or long-term
chronic recording as that which occurs in cardiac monitoring or exercise studies.

4.3.2 Metal Electrodes

The basic metal electrode consists of a metallic conductor usually in the form of a sheet, plate, or foil in
contact with the skin with a thin layer of an electrolyte gel between the metal and the skin to establish this
contact. Examples of metal plate electrodes are presented in Figure 4.4a. Metals commonly used for this
type of electrode include German silver (a nickel-silver alloy), silver, gold, and platinum. Sometimes, these
electrodes are made of a foil of the metal so as to be flexible, and sometimes they are produced in the form of
a suction electrode (Figure 4.4b) to make it easier to attach the electrode to the skin to make a measurement
and then move it to another point to repeat the measurement. These types of electrodes are used primar-
ily for diagnostic recordings of biopotentials such as the electrocardiogram or the electroencephalogram.
Metal disk electrodes with a gold surface in a conical shape such as shown in Figure 4.4c are frequently used
for EEG recordings. The apex of the cone is open so that the electrolyte gel or paste can be introduced to both
make good contact between the electrode and the head and to allow this contact medium to be replaced
should it dry out during the electrode’s use. For many years these types of electrodes were the primary types
used for obtaining diagnostic electrocardiograms. Today, disposable electrodes such as described in the
following section are frequently used. These do not require as much preparation or strapping to the limbs
as the older electrodes did, and because they are disposable they do not need to be cleaned between appli-
cations to patients. Also because they are usually silver-silver chloride electrodes, they have less noise and
motion artifact than the electrodes made only of metal.

4.3.3 Electrodes for Chronic Patient Monitoring

Long-term monitoring of biopotentials such as the electrocardiogram as performed by cardiac monitors
places special constraints on the electrodes used to detect the signals. These electrodes must have a stable
interface between them and the body, and frequently nonpolarizable electrodes are, therefore, the best
for this application. Mechanical stability of the interface between the electrode and the skin can help to
reduce motion artifact, and so there are various approaches to reduce interfacial motion between the
electrode and the coupling electrolyte or the skin. Figure 4.4d is an example of one approach to reduce
motion artifact by recessing the electrode in a cup of electrolytic fluid or gel. The cup is then securely
fastened to the skin surface using a double-sided adhesive ring. Movement of the skin with respect to
the electrode may affect the electrolyte near the skin-electrolyte interface, but the electrode-electrolyte
interface can be several millimeters away from this location and protected because it is recessed in the
cup. The fluid movement is unlikely to affect the recessed electrode-electrolyte interface as compared to
what would happen if the electrode was separated from the skin by just a thin layer of electrolyte.

The advantages of the recessed electrode can be realized in a simpler design that lends itself to mass pro-
duction through automation. This results in low per-unit cost so that these electrodes can be considered
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FIGURE 4.4 Examples of different skin electrodes: (a) metal plate electrodes, (b) suction electrode for ECG,
(c) metal cup EEG electrode, (d) recessed electrode, (e) disposable electrode with electrolyte-impregnated sponge
(shown in cross section), (f) disposable hydrogel electrode (shown in cross section), (g) thin-film electrode for use
with neonates (shown in cross section), and (h) carbon-filled elastomer dry electrode.
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disposable. Figure 4.4e illustrates such an electrode in cross section. The electrolyte layer now consists of
an open-celled sponge saturated with a thickened (high-viscosity) electrolytic solution. The sponge serves
the same function as the recess in the cup electrodes and is coupled directly to a silver-silver chloride
electrode. Frequently, the electrode itself is attached to a clothing snap through an insulating adhesive
disk that holds the structure against the skin. This snap serves as the point of connection to a lead wire.
Many commercial versions of these electrodes are available in various sizes, including electrodes with a
silver-silver chloride interface or ones that use metallic silver as the electrode material.

A modification of this basic monitoring electrode structure is shown in Figure 4.4f. In this case, the
metal electrode is a silver foil with a surface coating of silver chloride. The foil gives the electrode increased
flexibility to fit more closely over body contours. Instead of using the sponge, a hydrogel film (really a
sponge on a microscopic level) saturated with an electrolytic solution and formed from materials that are
very sticky is placed over the electrode surface. The opposite surface of the hydrogel layer can be attached
directly to the skin, and because it is very sticky, no additional adhesive or tape is needed. The mobility
and concentration of ions in the hydrogel layer is generally lower than for the electrolytic solution used
in the sponge or the cup. This results in an electrode that has higher source impedance as compared
with electrodes that use the standard gel electrolytic solution. An important advantage of the hydrogel
electrode structure is its ability to have the electrolyte stick directly on the skin. This greatly reduces
interfacial motion between the skin surface and the electrolyte, and hence the electrode itself, so there is
a smaller amount of motion artifact in the signal from these electrodes. This type of hydrogel electrode is,
therefore, especially valuable in monitoring patients who move a great deal or during exercise.

Thin-film flexible electrodes such as shown in Figure 4.4g have been used for monitoring neonates.
They are basically the same as the metal plate electrodes; only the thickness of the metal in this case is
less than a micrometer. These metal films need to be supported on a flexible plastic substrate, such as
polyester or polyimide. The advantage of using only a thin metal layer for the electrode lies in the fact
that these electrodes are x-ray transparent. This is especially important in infants, in whom repeated
placement and removal of electrodes, so that x-rays may be taken, can cause substantial skin irritation.

Electrodes that do not use artificially applied electrolyte solutions or gels and, therefore, are often
referred to as dry electrodes have been used in some monitoring applications. These sensors as illustrated
in Figure 4.4h can be placed on the skin and held in position by an elastic band or tape. They are made
up of graphite or metal-filled polymer, such as silicone. The conducting particles are ground into a fine
powder, and this is added to the silicone elastomer before it cures so as to produce a conductive material
with physical properties similar to that of the elastomer. When held against the skin surface, these elec-
trodes establish contact with the skin without the need for an electrolytic fluid or gel. In actuality, such
a layer is formed by sweat under the electrode surface. For this reason, these electrodes tend to perform
better after they have been left in place for an hour or two so that this layer forms. Some investigators
have found that placing a drop of physiologic saline solution on the skin before applying the electrode
can quickly establish a good connection. This type of electrode has found wide application in home infant
cardiorespiratory monitoring because of the ease with which it can be applied by untrained caregivers.

Dry electrodes are also used on certain consumer products, such as stationary exercise bicycles and
treadmills, to detect an electrocardiographic signal to determine the heart rate. When a subject grabs
the metal contacts, there is generally enough sweat to establish good electrical contact so that a Lead I
electrocardiogram can be obtained and used to determine the heart rate. The signals, however, are much
noisier than those obtained from other electrodes described in this section.

4.4 Intracavitary and Intratissue Electrodes

Electrodes can be placed within the body for biopotential measurements. These electrodes are gener-
ally smaller than skin surface electrodes and do not require special electrolytic coupling fluid because
natural body fluids serve this function. There are different designs for these internal electrodes, and
only a few examples are given in the following paragraphs. Basically, these electrodes can be classified
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as needle electrodes, which can be used to penetrate the skin and tissue to reach the point where the
measurement is to be made, or they are electrodes that can be placed in a natural cavity or surgically
produced cavity in tissue. Figure 4.5 illustrates some of these internal electrodes.

A catheter tip or probe electrode is placed in a naturally occurring cavity in the body, such as in the gas-
trointestinal system. A metal tip or segment on a catheter makes up the electrode. In the case where there is
no hollow lumen, the catheter or probe is inserted into the cavity so that the metal electrode makes contact
with the tissue. A lead wire down the lumen of the catheter or down the center of the probe connects
the electrode to the external circuitry. Multiple electrodes can be placed along the probe as illustrated
in Figure 4.5a.

The basic needle electrode, shown in Figure 4.5b, consists of a solid needle, usually made of stainless
steel, with a sharp point. An insulating material coats the shank of the needle up to a millimeter or two
from the tip so that the very tip of the needle remains exposed. When this structure is placed in tissue
such as skeletal muscle, electrical signals can be detected by the exposed tip. One can also make needle

(@)

Flexible catheter

“ Metal electrodes
Lead wires /

(b) ()

Lead
wire Coaxial lead wire
Hub
. Hypodermic needle
Insulating
coating Central electrode
Sharp metallic
point
Insulation
(d) a— Coiled fine wire
Uninsulated barb
(e) Flexible, retractable probes

with multiple electrodes

Catheter containing
electrode arrays

FIGURE 4.5 Examples of different internal electrodes: (a) catheter or probe electrode, (b) needle electrode,
(c) coaxial needle electrode, (d) coiled wire electrode, and (e) catheter with electrode arrays. (Webster J.G. (Ed.).
Medical Instrumentation: Application and Design, 1992. New York, Copyright Wiley-VCH Verlag GmbH & co.
KGaA. Reproduced with permission.)
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electrodes by running one or more insulated wires down the lumen of a standard hypodermic needle.
The electrode as shown in Figure 4.5c¢ is shielded by the metal of the needle and can be used to detect
very localized signals in tissue.

Fine wires can also be introduced into tissue using a hypodermic needle, which is then withdrawn.
This wire can remain in tissue for acute or chronic measurements. Caldwell and Reswick [6] and
Knutson et al. [7] have used fine coiled wire electrodes that were placed through the skin into the skeletal
muscle for several years without adverse effects. The advantage of the coil is that it makes the electrode
very flexible and compliant. This helps it and the lead wire to endure the frequent flexing and stretching
that occurs in the body without breaking.

The relatively new clinical field of cardiac electrophysiology makes use of electrodes that can be
advanced into the heart to identify aberrant regions of myocardium that cause life-threatening arrhyth-
mias. These electrodes may be similar to the multiple electrode probe or catheter shown in Figure 4.5a,
or they might be much more elaborate such as the “umbrella” electrode array shown in Figure 4.5e.
In this case, the electrode array with multiple electrodes on each umbrella rib is advanced into the
heart in collapsed form through a blood vessel in the same way as a catheter is passed into the heart.
The umbrella is then opened inside the heart such that the electrodes on the ribs contact the endocar-
dium and are used to record and map intracardiac electrograms. Once the procedure is completed, the
umbrella is collapsed and withdrawn through the blood vessel. A similar approach can be taken with an
electrode array on the surface of a balloon. The collapsed lumen is advanced into one of the chambers
of the heart and then distended. Simultaneous recordings are quickly made from each electrode of the
array, and then the balloon is collapsed and withdrawn [8,9].

4.5 Transparent Electrodes

Transparent electrodes have also been developed for sensing biopotentials. Their structure is similar to
the thin-film electrodes illustrated in Figure 4.4g. A thin film of indium tin oxide 200-500 nm thick is
deposited on a transparent substrate, such as a glass microscope slide. This film is electrically conduc-
tive and transparent, although it does absorb some light. Because the conductor is a thin film, it can be
etched into a geometric pattern consisting of multiple electrodes by using conventional microelectronic
photolithographic techniques. Either lead wires can be a part of the indium tin oxide film or thin-film
metallic conductors can be used. A transparent insulating material can cover the lead wires and only
expose that part of the indium tin oxide film that is the actual electrode. These electrodes have been
used for research purposes on contact lenses and as an electrode array for looking at cardiac tissue [10].

4.6 Microelectrodes

The electrodes described in the previous paragraphs have been applied to study bioelectric signals
at the organism, organ, or tissue level but not at the cellular level. To study the electrical behavior of
cells, electrodes that are themselves smaller than the cells being studied need to be used. Three types
of electrodes have been described for this purpose: etched metal electrodes, micropipette electrodes,
and metal-film-coated micropipette electrodes. The metal microelectrode is essentially a subminia-
ture version of the needle electrode described in the previous section (Figure 4.5b). This electrode is
essentially a stiff wire that has been chemically etched at one end to a very narrow tip. In this case, a
strong metal, such as tungsten, is used. The end of this wire is etched electrolytically to give tip diam-
eters on the order of a few micrometers. The structure is insulated up to its tip, and it can be passed
through the membrane of a cell to contact the cytosol. The advantage of these electrodes is that they
are both small and robust and can be used for neurophysiologic studies. Their principal disadvantage
is the difficulty encountered in their fabrication and their high source impedance. A variation on this
structure is illustrated in Figure 4.6a. Here, a metal such as gold is placed in the lumen of a thin-wall,
small-diameter glass tube that has a softening temperature close to the melting point of the internal
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FIGURE 4.6 Microelectrodes: (a) metal, (b) micropipette, and (c) thin metal film on micropipette. (Reprinted
with permission from Webster J.C. (Ed.). 1992. Medical Instrumentation: Application and Design, Boston, Houghton
Mifflin.)

metal. The tube is heated in a flame or an electric coil and drawn to a very fine tip at one end, and the
metal being ductile is also drawn to a fine tip. The end of the glass tube can then be cut and polished,
yielding a very small-diameter metal disk surrounded by glass insulation. Tip diameters of the order of
1 um are possible with this technique.

The most frequently used type of microelectrode is the glass micropipette. This structure, as illus-
trated in Figure 4.6b, consists of a fine glass capillary drawn to a very narrow point and filled with an
electrolytic solution. The point can be as narrow as a fraction of a micrometer, and the dimensions of
this electrode are strongly dependent on the skill of the individual drawing the tip. The electrolytic solu-
tion in the lumen serves as the contact between the interior of the cell through which the tip has been
impaled and a larger conventional electrode located in the shank of the pipette. These electrodes also
suffer from high source impedances and fabrication difficulty.

A combined form of these two types of electrodes can be achieved by depositing a metal film over the
outside surface of a glass micropipette as shown in Figure 4.6¢. In this case, the strength and smaller
dimensions of the micropipette can be used to support films of various metals that are insulated by
an additional film up to a point very close to the actual tip of the electrode structure. These electrodes
have been manufactured in quantity and made available as commercial products. Because they combine
the features of both the metal and the micropipette electrodes, they also suffer from many of the same
limitations. They do, however, have the advantage of being able to be made of a wide selection of metals
because of the ability to deposit films of different metals on the micropipette surface without having to
worry about the strength of the metal, as would be the case if the metal were used alone.

4.7 Electrodes Fabricated Using Microelectronic Technology

Modern microelectronic technology can be used to fabricate different types of electrodes for specific
biomedical applications. For example, dry electrodes used in applications with high source resis-
tances because of the absence of electrolytic gel or microelectrodes with similar high resistance char-
acteristics can be improved by incorporating a microelectronic amplifier for impedance conversion
right on the electrode itself. In the case of the conventional-sized electrodes, a metal disk 5-10 mm
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in diameter can have a high input impedance microelectronic amplifier configured as a follower inte-
grated into the back of the electrode so that localized processing of the high source impedance sig-
nal can produce one of lower, more practical impedance for signal transmission [11]. Single- and
multiple-element electrodes can be made from thin-film or silicon technology. Mastrototaro and col-
leagues have demonstrated probes for measuring intramyocardial potentials using thin, patterned
gold films on polyimide or oxidized molybdenum substrates [12]. When electrodes are made from
pieces of micromachined silicon, it is possible to integrate an amplifier directly into the electrode
[13]. Multichannel amplifiers or multiplexers can be used with multiple electrodes on the same probe.
Electrodes for contact with individual nerve fibers can be fabricated using micromachined holes in a
silicon chip that are just big enough to pass a single growing axon. Electrical contacts on the sides of
these holes can then be used to detect electrical activity from these nerves [14]. Arrays of individual
miniature electrodes that are microfabricated using silicon micromachining techniques have been
described and applied by Normann [15]. This dense array of needle electrodes has been used for
making multiple contacts to the brain cortex. These examples are just a few of the many possibilities
that can be realized using microelectronics and three-dimensional micromachining technology to
fabricate specialized electrodes.

4.8 Biomedical Applications

Electrodes can be used to perform a wide variety of measurements of bioelectric signals. An extensive
review of this would be beyond the scope of this chapter, but some typical examples of applications are
highlighted in Table 4.4. Biopotential electrodes are most widely used in obtaining the electrocardio-
gram for diagnostic and patient-monitoring applications. A substantial commercial market exists for
various types of electrocardiographic electrodes, and many of the forms described in the previous sec-
tion are available commercially. Other electrodes for measuring bioelectric potentials for application
in diagnostic medicine are indicated in Table 4.4. Research applications of biopotential electrodes are
highly varied and specific for individual studies. Although a few examples are given in this chapter and
Table 4.4, the field is far too broad to be completely covered here.

Biopotential electrodes are one of the most common biomedical sensors used in clinical medicine.
Although their basic principle of operation is the same for most applications, they take on many forms
and are used in the measurement of many types of bioelectric phenomena. They will continue to play an
important role in biomedical instrumentation systems.

TABLE 4.4 Examples of Applications of Biopotential Electrodes

Application Biopotential Type of Electrode
Cardiac monitoring ECG Ag/AgCl with sponge
Ag/AgCl with hydrogel
Infant cardiopulmonary monitoring ECG impedance Ag/AgCl with sponge
Ag/AgCl with hydrogel
Thin film
Filled elastomer dry
Sleep encephalography EEG Gold cups
Ag/AgCl cups
Active electrodes
Diagnostic muscle activity EMG Needle
Cardiac electrograms Electrogram Intracardiac probe
Implanted telemetry of biopotentials ECG Stainless-steel wire loops
EMG Platinum disks

Eye movement EOG Ag/AgCl with hydrogel
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Further Information

Good overviews of biopotential electrodes are found in Geddes L.A. 1972. Electrodes and the Measurement

of Bioelectric Events, New York, John Wiley & Sons; and Ferris C.D. 1974. Introduction to Bioelectrodes,
New York, Plenum. Even though these references are more than 20 years old, they clearly cover the
field, and little has changed since these books were written. Overviews of biopotential electrodes
are found in chapters of two works edited by John Webster. Chapter 5 of his textbook, Medical
Instrumentation: Application and Design, covers the material of this chapter in more detail, and
there is a section on “bioelectrodes” in the Encyclopedia of Medical Devices and Instrumentation
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that he edited and was published by Wiley in 2006. The journals IEEE Transactions on Biomedical
Engineering, Medical Engineering & Physics, Physiological Measurements, and Medical and Biological
Engineering & Computing are also good sources of recent research on biopotential electrodes. A
good source of information on bioelectric phenomena is the book Bioelectricity: A Quantitative
Approach by Robert Plonsey and Roger Barr published by Springer in 2007.
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Electrochemical sensors have been used extensively either as a whole or an integral part of a chemical
and biomedical sensing element. For instance, blood gas (PO,, PCO,, and pH) sensing can be accom-
plished entirely by electrochemical means. Many important biomedical enzymatic sensors, including
glucose sensors, incorporate an enzymatic catalyst and an electrochemical sensing element. The Clark
type of oxygen sensor (Clark, 1956) is a well-known practical biomedical sensor based on electrochemi-
cal principles, an amperometric device. Electrochemical sensors generally can be categorized as con-
ductivity/capacitance, potentiometric, amperometric, and voltammetric sensors. The amperometric
and voltammetric sensors are characterized by their current-potential relationship with the electro-
chemical system and are less well-defined. Amperometric sensors can also be viewed as a subclass of
voltammetric sensors.

Electrochemical sensors are essentially an electrochemical cell which employs a two- or three-elec-
trode arrangement. Electrochemical sensor measurement can be made at steady-state or transient. The
applied current or potential for electrochemical sensors may vary according to the mode of operation,
and the selection of the mode is often intended to enhance the sensitivity and selectivity of a particu-
lar sensor. The general principles of electrochemical sensors have been extensively discussed in many
electroanalytic references. However, many electroanalytic methods are not practical in biomedical sens-
ing applications. For instance, dropping mercury electrode polarography is a well-established electro-
analytic method, yet its usefulness in biomedical sensor development, particularly for potential in vivo
sensing, is rather limited. In this chapter, we shall focus on the electrochemical methodologies which are
useful in biomedical sensor development.

5.1 Conductivity/Capacitance Electrochemical Sensors

Measurement of the electric conductivity of an electrochemical cell can be the basis for an electrochemi-
cal sensor. This differs from an electrical (physical) measurement, for the electrochemical sensor mea-
sures the conductivity change of the system in the presence of a given solute concentration. This solute
is often the sensing species of interest. Electrochemical sensors may also involve measuring capacita-
tive impedance resulting from the polarization of the electrodes and/or the faradaic or charge transfer
processes.

5-1
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It has been established that the conductance of a homogeneous solution is directly proportional to
the cross-sectional area perpendicular to the electrical field and inversely proportional to the segment
of solution along the electrical field. Thus, the conductance of this solution (electrolyte), G (S), can be
expressed as

G=0A/L (5.1

where A is the cross-sectional area (in cm?), L is the segment of the solution along the electrical field
(in cm), and o (in S/cm) is the specific conductivity of the electrolyte and is related quantitatively to the
concentration and the magnitude of the charges of the ionic species. For a practical conductivity sensor,
A is the surface of the electrode, and L is the distance between the two electrodes.

Equivalent and molar conductivities are commonly used to express the conductivity of the electrolyte.
Equivalent conductance depends on the concentration of the solution. If the solution is a strong electro-
lyte, it will completely dissociate the components in the solution to ionic forms. Kohlrauch (MacInnes,
1939) found that the equivalent conductance of a strong electrolyte was proportional to the square root
of its concentration. However, if the solution is a weak electrolyte which does not completely dissociate
the components in the solution to respective ions, the above observation by Kohlrauch is not applicable.

The formation of ions leads to consideration of their contribution to the overall conductance of the
electrolyte. The equivalent conductance of a strong electrolyte approaches a constant limiting value at
infinite dilution, namely,

Ao = Aimg = Mg + g (.2)

where A, is the equivalent conductance of the electrolyte at infinite dilution and A} and A are the ionic
equivalent conductance of cations and anions at infinite dilution, respectively.

Kohlrauch also established the law of independent mobilities of ions at infinite dilution. This implies
that Lo at infinite dilution is a constant at a given temperature and will not be affected by the presence of
other ions in the electrolytes. This provides a practical estimation of the value of A, from the values of A},
and Aj. As mentioned, the conductance of an electrolyte is influenced by its concentration. Kohlrausch
stated that the equivalent conductance of the electrolyte at any concentration C in mol/L or any other
convenient units can be expressed as

A=A, -pC> G.3)

where B is a constant depending on the electrolyte.

In general, electrolytes can be classified as weak electrolytes, strong electrolytes, and ion-pair elec-
trolytes. Weak electrolytes only dissociate to their component ions to a limited extent, and the degree
of the dissociation is temperature dependent. However, strong electrolytes dissociate completely, and
Equation 5.3 is applicable to evaluate its equivalent conductance. Ion-pair electrolytes can by char-
acterized by their tendency to form ion pairs. The dissociation of ion pairs is similar to that of a weak
electrolyte and is affected by ionic activities. The conductivity of ion-pair electrolytes is often nonlinear
related to its concentration.

The electrolyte conductance measurement technique, in principle, is relatively straightforward.
However, the conductivity measurement of an electrolyte is often complicated by the polarization of the
electrodes at the operating potential. Faradaic or charge transfer processes occur at the electrode surface,
complicating the conductance measurement of the system. Thus, if possible, the conductivity electro-
chemical sensor should operate at a potential where no faradaic processes occur. Also, another important
consideration is the formation of the double layer adjacent to each electrode surface when a potential is
imposed on the electrochemical sensor. The effect of the double layer complicates the interpretation of
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the conductivity measurement and is usually described by the Warburg impedance. Thus, even in the
absence of faradaic processes, the potential effect of the double layer on the conductance of the electrolyte
must be carefully assessed. The influence of a faradaic process can be minimized by maintaining a high
center constant, L/A, of the electrochemical conductivity sensor, so that the cell resistance lies in the
region of 1 to 50 kQ. This implies the desirable feature of a small electrode surface area and a relatively
large distance between the two electrodes. Yet, a large electrode surface area enhances the accuracy of
the measurement, since a large deviation from the null point facilitates the balance of the Wheatstone
bridge, resulting in improvement of sensor sensitivity. These opposing features can be resolved by using
a multiple-sensing electrode configuration in which the surface area of each electrode element is small
compared to the distance between the electrodes. The multiple electrodes are connected in parallel, and
the output of the sensor represents the total sum of the current through each pair of electrodes. In this
mode of measurement, the effect of the double layer is included in the conductance measurement. The
effects of both the double layers and the faradaic processes can be minimized by using a high-frequency,
low-amplitude alternating current. The higher the frequency and the lower the amplitude of the imposed
alternating current, the closer the measured value is to the true conductance of the electrolyte.

5.2 Potentiometric Sensors

When a redox reaction, Ox + Ze = Red, takes place at an electrode surface in an electrochemical cell, a
potential may develop at the electrode—electrolyte interface. This potential may then be used to quan-
tify the activity (or concentration) of the species involved in the reaction forming the fundamental of
potentiometric sensors.

The above reduction reaction occurs at the surface of the cathode and is defined as a half-cell reaction.
At thermodynamic equilibrium, the Nernst equation is applicable and can be expressed as:

o  RT . [a
E=E°+ ﬁln( ared) s (54)

where E and E° are the measured electrode potential and the electrode potential at standard state,
respectively, a,, and a,.4 are the activities of Ox (reactant in this case) and Red (product in this case),
respectively; Z is the number of electrons transferred, F the Faraday constant, R the gas constant, and T
the operating temperature in the absolute scale. In the electrochemical cell, two half-cell reactions will
take place simultaneously. However, for sensing purposes, only one of the two half-cell reactions should
involve the species of interest, and the other half-cell reaction is preferably reversible and noninterfer-
ing. As indicated in Equation 5.4, a linear relation exists between the measured potential E and the
natural logarithm of the ratio of the activities of the reactant and product. If the number of electrons
transferred, Z, is one, at ambient temperature (25°C or 298°K) the slope is approximately 60 mV/decade.
This slope value governs the sensitivity of the potentiometric sensor.

Potentiometric sensors can be classified based on whether the electrode is inert or active. An inert
electrode does not participate in the half-cell reaction and merely provides the surface for the electron
transfer or provides a catalytic surface for the reaction. However, an active electrode is either an ion
donor or acceptor in the reaction. In general, there are three types of active electrodes: the metal/metal
ion, the metal/insoluble salt or oxide, and metal/metal chelate electrodes.

Noble metals such as platinum and gold, graphite, and glassy carbon are commonly used as inert
electrodes on which the half-cell reaction of interest takes place. To complete the circuitry for the poten-
tiometric sensor, the other electrode is usually a reference electrode on which a noninterference half-cell
reaction occurs. Silver/silver chloride and calomel electrodes are the most commonly used reference
electrodes. Calomel consists of Hg/HgCl, and is less desirable for biomedical systems in terms of the
toxicity of mercury.
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An active electrode may incorporate chemical or biocatalysts and is involved as either an ion donor
or acceptor in the half-cell reaction. The other half-cell reaction takes place on the reference electrode
and should also be noninterfering.

If more than a single type of ion contributes to the measured potential in Equation 5.4, the potential
can no longer be used to quantify the ions of interest. This is the interference in a potentiometric sensor.
Thus, in many cases, the surface of the active electrode often incorporates a specific functional mem-
brane which may be ion-selective, ion-permeable, or have ion-exchange properties. These membranes
tend to selectivity permit the ions of interest to diffuse or migrate through. This minimizes the ionic
interference.

Potentiometric sensors operate at thermodynamic equilibrium conditions. Thus, in practical potentio-
metric sensing, the potential measurement needs to be made under zero-current conditions. Consequently,
a high-input impedance electrometer is often used for measurements. Also, the response time for a poten-
tiometric sensor to reach equilibrium conditions in order to obtain a meaningful reading can be quite
long. These considerations are essential in the design and selection of potentiometric sensors for biomedi-
cal applications.

5.3 Voltammetric Sensors

The current-potential relationship of an electrochemical cell provides the basis for voltammetric sensors.
Amperometric sensors, that are also based on the current-potential relationship of the electrochemical
cell, can be considered a subclass of voltammetric sensors. In amperometric sensors, a fixed potential is
applied to the electrochemical cell, and a corresponding current, due to a reduction or oxidation reac-
tion, is then obtained. This current can be used to quantify the species involved in the reaction. The key
consideration of an amperometric sensor is that it operates at a fixed potential. However, a voltammetric
sensor can operate in other modes such as linear cyclic voltammetric modes. Consequently, the respec-
tive current potential response for each mode will be different.

In general, voltammetric sensors examine the concentration effect of the detecting species on the cur-
rent—potential characteristics of the reduction or oxidation reaction involved.

The mass transfer rate of the detecting species in the reaction onto the electrode surface and the
kinetics of the faradaic or charge transfer reaction at the electrode surface directly affect the current-
potential characteristics. This mass transfer can be accomplished through (a) an ionic migration as a
result of an electric potential gradient, (b) a diffusion under a chemical potential difference or concen-
tration gradient, and (c) a bulk transfer by natural or forced convection. The electrode reaction kinetics
and the mass transfer processes contribute to the rate of the faradaic process in an electrochemical
cell. This provides the basis for the operation of the voltammetric sensor. However, assessment of the
simultaneous mass transfer and kinetic mechanism is rather complicated. Thus, the system is usually
operated under definitive hydrodynamic conditions. Various techniques to control either the potential
or current are used to simplify the analysis of the voltammetric measurement. A description of these
techniques and their corresponding mathematical analyses are well documented in many texts on elec-
trochemistry or electroanalysis (Adams, 1969; Bard and Faulkner, 1980; Lingane, 1958; Macdonald,
1977; Murray and Reilley, 1966).

A preferred mass transfer condition is total diffusion, which can be described by Fick’s law of diffu-
sion. Under this condition, the cell current, a measure of the rate of the faradaic process at an electrode,
usually increases with increases in the electrode potential. This current approaches a limiting value
when the rate of the faradaic process at the electrode surface reaches its maximum mass transfer rate.
Under this condition, the concentration of the detecting species at the electrode surface is considered as
zero and the flux is governed by diffusional mass transfer. Consequently, the limiting current and the
bulk concentration of the detecting species can be related by
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where km is the mass transfer coefficient and C* is the bulk concentration of the detecting species. At the
other extreme, when the electrode kinetics are slow compared with the mass transfer rate, the electro-
chemical system is operated in the reaction kinetic control regime. This usually corresponds to a small
overpotential. The limiting current and the bulk concentration of the detecting species can be related as

i = ZFkcC* (5.6)

where kc is the kinetic rate constant for the electrode process. Both Equations 5.5 and 5.6 show the
linear relationship between the limiting current and the bulk concentration of the detecting species.
In many cases, the current does not tend to a limiting value with an increase in the electrode potential.
This is because other faradaic or nonfaradaic processes become active, and the cell current represents
the cumulative rates of all active electrode processes. The relative rates of these processes, expressing
current efficiency, depend on the current density of the electrode. Assessment of such a system is rather
complicated, and the limiting current technique may become ineffective.

When a voltammetric sensor operates with a small overpotential, the faradaic reaction rate is also
small; consequently, a high-precision instrument for the measurement is needed. An amperometric sen-
sor is usually operated under limiting current or relatively small overpotential conditions. Amperometric
sensors operate under an imposed fixed electrode potential. Under this condition, the cell current can
be correlated with the bulk concentration of the detecting species (the solute). This operating mode is
commonly classified as amperometric in most sensor work, but it is also referred to as the chronosupero-
metric method, since time is involved.

Voltammetric sensors can be operated in a linear or cyclic sweep mode. Linear sweep voltammetry
involves an increase in the imposed potential linearly at a constant scanning rate from an initial poten-
tial to a defined upper potential limit. This is the so-called potential window. The current-potential
curve usually shows a peak at a potential where the oxidation or reduction reaction occurs. The height
of the peak current can be used for the quantification of the concentration of the oxidation or reduction
species. Cyclic voltammetry is similar to the linear sweep voltammetry except that the electrode poten-
tial returns to its initial value at a fixed scanning rate. The cyclic sweep normally generates the current
peaks corresponding to the oxidation and reduction reactions. Under these circumstances, the peak
current value can relate to the corresponding oxidation or reduction reaction. However, the voltam-
mogram can be very complicated for a system involving adsorption (nonfaradaic processes) and charge
processes (faradaic processes). The potential scanning rate, diffusivity of the reactant, and operating
temperature are essential parameters for sensor operation, similar to the effects of these parameters
for linear sweep voltammograms. The peak current may be used to quantify the concentration of the
reactant of interest, provided that the effect of concentration on the diffusivity is negligible. The poten-
tial at which the peak current occurs can be used in some cases to identify the reaction, or the reactant.
This identification is based on the half-cell potential of the electrochemical reactions, either oxidation
or reduction. The values of these half-cell reactions are listed extensively in handbooks and references.

The described voltammetric and amperometric sensors can be used very effectively to carry out quali-
tative and quantitative analyses of chemical and biochemical species. The fundamentals of this sensing
technique are well established, and the critical issue is the applicability of the technique to a complex,
practical environment, such as in whole blood or other biologic fluids. This is also the exciting challenge
of designing a biosensor using voltammetric and amperometric principles.

5.4 Reference Electrodes

Potentiometric, voltammetric, and amperometric sensors employ a reference electrode. The reference
electrode in the case of potentiometric and amperometric sensors serves as a counter electrode to com-
plete the circuitry. In either case, the reaction of interest takes place at the surface of the working elec-
trode, and this reaction is either an oxidation or reduction reaction. Consequently, the reaction at the
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counter electrode, that is, the reference electrode, is a separate reduction or oxidation reaction, respec-
tively. It is necessary that the reaction occurring at the reference electrode does not interfere with the
reaction at the working electrode. For practical applications, the reaction occurring at the reference
electrode should be highly reversible and, as stated, does not contribute to the reaction at the working
electrode. In electrochemistry, the hydrogen electrode is universally accepted as the primary standard
with which other electrodes are compared. Consequently, the hydrogen electrode serves extensively as a
standard reference. A hydrogen reference electrode is relatively simple to prepare. However, for practical
applications hydrogen reference electrodes are too cumbersome to be useful.

A class of electrode called the electrode of the second kind, which forms from a metal and its spar-
ingly soluble metal salt, finds use as the reference electrode. The most common electrode of this type
includes the calomel electrode, Hg/HgCl, and the silver-silver chloride electrode, Ag/AgCl. In biomedi-
cal applications, particularly in in vivo applications, Ag/AgCl is more suitable as a reference electrode.

An Ag/AgCl electrode can be small, compact, and relatively simple to fabricate. As a reference elec-
trode, the stability and reproducibility of an Ag/AgCl electrode is very important. Contributing factors
to instability and poor reproducibility of Ag/AgCl electrodes include the purity of the materials used,
the aging effect of the electrode, the light effect, and so on. When in use, the electrode and the electrolyte
interface contribute to the stability of the reference electrode. It is necessary that a sufficient quantity
of Cl- ions exists in the electrolyte when the Ag/AgCl electrode serves as a reference. Therefore, other
silver-silver halides such as Ag/AgBr or Ag/Agl electrodes are used in cases where these other halide
ions are present in the electrolyte.

In a voltammetric sensor, the reference electrode serves as a true reference for the working electrode,
and no current flows between the working and reference electrodes. Nevertheless, the stability of the
reference electrode remains essential for a voltammetric sensor.

5.5 Summary

Electrochemical sensors are used extensively in many biomedical applications including blood chem-
istry sensors, PO,, PCO,, and pH electrodes. Many practical enzymatic sensors, including glucose and
lactate sensors, also employ electrochemical sensors as sensing elements. Electrochemically based bio-
medical sensors are found to have in vivo and in vitro applications. We believe that electrochemical sen-
sors will continue to be an important aspect of biomedical sensor development.
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Optical methods are among the oldest and best-established techniques for sensing biochemical ana-
lytes. Instrumentation for optical measurements generally consists of a light source, a number of optical
components to generate a light beam with specific characteristics and to direct this light to some modu-
lating agent, and a photodetector for processing the optical signal. The central part of an optical sensor is
the modulating component, and a major part of this chapter will focus on how to exploit the interaction
of an analyte with optical radiation in order to obtain essential biochemical information.

The number of publications in the field of optical sensors for biomedical applications has grown sig-
nificantly during the past two decades. Numerous scientific reviews and historical perspectives have
been published, and the reader interested in this rapidly growing field is advised to consult these sources
for additional details. This chapter will emphasize the basic concept of typical optical sensors intended
for continuous in vivo monitoring of biochemical variables, concentrating on those sensors which have
generally progressed beyond the initial feasibility stage and reached the promising stage of practical
development or commercialization.

Optical sensors are usually based on optical fibers or on planar waveguides. Generally, there are three
distinctive methods for quantitative optical sensing at surfaces:

1. The analyte directly affects the optical properties of a waveguide, such as evanescent waves (elec-
tromagnetic waves generated in the medium outside the optical waveguide when light is reflected
from within) or surface plasmons (resonances induced by an evanescent wave in a thin film
deposited on a waveguide surface).

2. An optical fiber is used as a plain transducer to guide light to a remote sample and return light
from the sample to the detection system. Changes in the intrinsic optical properties of the medium
itself are sensed by an external spectrophotometer.

3. An indicator or chemical reagent placed inside, or on, a polymeric support near the tip of the
optical fiber is used as a mediator to produce an observable optical signal. Typically, conventional
techniques, such as absorption spectroscopy and fluorimetry, are employed to measure changes in
the optical signal.

6-1
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FIGURE 6.1 General diagram representing the basic building blocks of an optical instrument for optical sensor
applications.

6.1 Instrumentation

The actual implementation of instrumentation designed to interface with optical sensors will vary
greatly depending on the type of optical sensor used and its intended application. A block diagram of a
generic instrument is illustrated in Figure 6.1. The basic building blocks of such an instrument are the
light source, various optical elements, and photodetectors.

6.1.1 Light Source

A wide selection of light sources are available for optical sensor applications. These include highly coher-
ent gas and semiconductor diode lasers, broad spectral band incandescent lamps, and narrow-band,
solid-state, light-emitting diodes (LEDs). The important requirement of a light source is obviously good
stability. In certain applications, for example in portable instrumentation, LEDs have significant advan-
tages over other light sources because they are small and inexpensive, consume lower power, produce
selective wavelengths, and are easy to work with. In contrast, tungsten lamps provide a broader range
of wavelengths, higher intensity, and better stability but require a sizable power supply and can cause
heating problems inside the apparatus.

6.1.2 Optical Elements

Various optical elements are used routinely to manipulate light in optical instrumentation. These include
lenses, mirrors, light choppers, beam splitters, and couplers for directing the light from the light source
into the small aperture of a fiber optic sensor or a specific area on a waveguide surface and collecting the
light from the sensor before it is processed by the photodetector. For wavelength selection, optical filters,
prisms, and diffraction gratings are the most common components used to provide a narrow bandwidth
of excitation when a broadwidth light source is utilized.

6.1.3 Photodetectors

In choosing photodetectors for optical sensors, a number of factors must be considered. These include
sensitivity, detectivity, noise, spectral response, and response time. Photomultipliers and semiconductor
quantum photodetectors, such as photoconductors and photodiodes, are all suitable. The choice, how-
ever, is somewhat dependent on the wavelength region of interest. Generally, both types give adequate
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performance. Photodiodes are usually more attractive because of the compactness and simplicity of the
circuitry involved.

Typically, two photodetectors are used in optical instrumentation because it is often necessary to
include a separate reference detector to track fluctuations in source intensity and temperature. By taking
aratio between the two detector readings, whereby a part of the light that is not affected by the measure-
ment variable is used for correcting any optical variations in the measurement system, a more accurate
and stable measurement can be obtained.

6.1.4 Signal Processing

Typically, the signal obtained from a photodetector provides a voltage or a current proportional to the
measured light intensity. Therefore, either simple analog computing circuitry (e.g., a current-to-voltage
converter) or direct connection to a programmable gain voltage stage is appropriate. Usually, the output
from a photodetector is connected directly to a preamplifier before it is applied to sampling and analog-
to-digital conversion circuitry residing inside a computer.

Quite often two different wavelengths of light are utilized to perform a specific measurement. One
wavelength is usually sensitive to changes in the species being measured, and the other wavelength is
unaffected by changes in the analyte concentration. In this manner, the unaffected wavelength is used as
a reference to compensate for fluctuation in instrumentation over time. In other applications, additional
discriminations, such as pulse excitation or electronic background subtraction utilizing synchronized
lock-in amplifier detection, are useful, allowing improved selectivity and enhanced signal-to-noise ratio.

6.2 Optical Fibers

Several types of biomedical measurements can be made by using either plain optical fibers as a remote
device for detecting changes in the spectral properties of tissue and blood or optical fibers tightly cou-
pled to various indicator-mediated transducers. The measurement relies either on direct illumination of
a sample through the endface of the fiber or by excitation of a coating on the side wall surface through
evanescent wave coupling. In both cases, sensing takes place in a region outside the optical fiber itself.
Light emanating from the fiber end is scattered or fluoresced back into the fiber, allowing measurement
of the returning light as an indication of the optical absorption or fluorescence of the sample at the fiber
optic tip.

Optical fibers are based on the principle of total internal reflection. Incident light is transmitted
through the fiber if it strikes the cladding at an angle greater than the so-called critical angle, so that it
is totally internally reflected at the core/cladding interface. A typical instrument for performing fiber
optic sensing consists of a light source, an optical coupling arrangement, the fiber optic light guide with
or without the necessary sensing medium incorporated at the distal tip, and a light detector.

A variety of high-quality optical fibers are available commercially for biomedical sensor applications,
depending on the analytic wavelength desired. These include plastic, glass, and quartz fibers which
cover the optical spectrum from the UV through the visible to the near IR region. On one hand, plastic
optical fibers have a larger aperture and are strong, inexpensive, flexible, and easy to work with but have
poor UV transmission below 400 nm. On the other hand, glass and quartz fibers have low attenuation
and better transmission in the UV but have small apertures, are fragile, and present a potential risk in
in vivo applications.

6.2.1 Probe Configurations

There are many different ways to implement fiber optic sensors. Most fiber optic chemical sensors
employ either a single-fiber configuration, where light travels to and from the sensing tip in one fiber,
or a double-fiber configuration, where separate optical fibers are used for illumination and detection.
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A single fiber optic configuration offers the most compact and potentially least expensive implementa-
tion. However, additional challenges in instrumentation are involved in separating the illuminating
signal from the composite signal returning for processing.

The design of intravascular catheters requires special considerations related to the sterility and bio-
compatibility of the sensor. For example, intravascular fiberoptic sensors must be sterilizable and their
material nonthrombogenic and resistant to platelet and protein deposition. Therefore, these catheters
are typically made of materials covalently bound with heparin or antiplatelet agents. The catheter is nor-
mally introduced into a peripheral artery or vein via a cut-down and a slow heparin flush is maintained
until the device is removed from the blood.

6.2.2 Optical Fiber Sensors

Advantages cited for fiber sensors include their small size and low cost. In contrast to electrical measure-
ments, where the difference of two absolute potentials must be measured, fiber optics are self-contained
and do not require an external reference signal. Because the signal is optical, there is no electrical risk to
the patient, and there is no direct interference from surrounding electric or magnetic fields. Chemical
analysis can be performed in real-time with almost an instantaneous response. Furthermore, versatile
sensors can be developed that respond to multiple analytes by utilizing multiwavelength measurements.

Despite these advantages, optical fiber sensors exhibit several shortcomings. Sensors with immobi-
lized dyes and other indicators have limited long-term stability, and their shelf life degrades over time.
Moreover, ambient light can interfere with the optical measurement unless optical shielding or special
time-synchronous gating is performed. As with other implanted or indwelling sensors, organic materi-
als or cells can deposit on the sensor surface due to the biologic response to the presence of the foreign
material. All of these problems can result in measurement errors.

6.2.3 Indicator-Mediated Transducers

Only a limited number of biochemical analytes have an intrinsic optical absorption that can be mea-
sured with sufficient selectivity directly by spectroscopic methods. Other species, particularly hydro-
gen, oxygen, carbon dioxide, and glucose, which are of primary interest in diagnostic applications, are
not susceptible to direct photometry. Therefore, indicator-mediated sensors have been developed using
specific reagents that are properly immobilized on the surface of an optical sensor.

The most difficult aspect of developing an optical biosensor is the coupling of light to the specific
recognition element so that the sensor can respond selectively and reversibly to a change in the concen-
tration of a particular analyte. In fiber-optic-based sensors, light travels efficiently to the end of the fiber
where it exists and interacts with a specific chemical or biologic recognition element that is immobilized
at the tip of the fiber optic. These transducers may include indicators and ionophores (i.e., ion-binding
compounds) as well as a wide variety of selective polymeric materials. After the light interacts with the
sample, the light returns through the same or a different optical fiber to a detector which correlates the
degree of change with the analyte concentration.

Typical indicator-mediated fiber-optic-sensor configurations are shown schematically in Figure 6.2.
In (a) the indicator is immobilized directly on a membrane positioned at the end of a fiber. An indicator
in the form of a powder can be either glued directly onto a membrane, as shown in (b), or physically
retained in position at the end of the fiber by a special permeable membrane (c), a tubular capillary/
membrane (d), or a hollow capillary tube (e).

6.3 General Principles of Optical Sensing

Two major optical techniques are commonly available to sense optical changes at sensor interfaces.
These are usually based on evanescent wave and surface plasmon resonance principles.
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FIGURE 6.2 Typical configuration of different indicator-mediated fiber optic sensor tips. (a) Indicator is immo-
bilized on the fiber surface, (b) indicator is immobilized on the surface of a membrane attached to the fiber, (c)
indicator contained within a chamber created between a membrane and the fiber, (d) indicator contained in a
chamber created by a tubular capillary at the end of the fiber, (e) indicator retained in a hollow open capillary at
the end of the fiber. (Taken from Otto S. Wolfbeis, Fiber Optic Chemical Sensors and Biosensors, Vol. 1, CRC Press,
Boca Raton, FL, 1990.)

6.3.1 Evanescent Wave Spectroscopy

When light propagates along an optical fiber, it is not confined to the core region but penetrates to some
extent into the surrounding cladding region. In this case, an electromagnetic component of the light pen-
etrates a characteristic distance (on the order of one wavelength) beyond the reflecting surface into the less
optically dense medium where it is attenuated exponentially according to Beer-Lambert’s law (Figure 6.3).

The evanescent wave depends on the angle of incidence and the incident wavelength. This phenom-
enon has been widely exploited to construct different types of optical sensors for biomedical applica-
tions. Because of the short penetration depth and the exponential decay of the intensity, the evanescent
wave is absorbed mainly by absorbing compounds very close to the surface. In the case of particularly
weak absorbing analytes, sensitivity can be enhanced by combining the evanescent wave principle with
multiple internal reflections along the sides of an unclad portion of a fiber optic tip.

Light in Light out

_>D<_

ny > ny

FIGURE 6.3 Schematic diagram of the path of a light ray at the interface of two different optical materials with
index of refraction n, and n,. The ray penetrates a fraction of a wavelength (dp) beyond the interface into the
medium with the smaller refractive index.
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Instead of an absorbing species, a fluorophore can also be used. Light is absorbed by the fluoro-
phore emitting detectable fluorescent light at a higher wavelength, thus providing improved sensitivity.
Evanescent wave sensors have been applied successfully to measure the fluorescence of indicators in
solution, for pH measurement, and in immunodiagnostics.

6.3.2 Surface Plasmon Resonance

Instead of the dielectric/dielectric interface used in evanescent wave sensors, it is possible to arrange
a dielectric/metal/dielectric sandwich layer such that when monochromatic polarized light (e.g., from
a laser source) impinges on a transparent medium having a metallized (e.g., Ag or Au) surface, light
is absorbed within the plasma formed by the conduction electrons of the metal. This results in a phe-
nomenon known as surface plasmon resonance (SPR). When SPR is induced, the effect is observed as a
minimum in the intensity of the light reflected off the metal surface.

As is the case with the evanescent wave, an SPR is exponentially decaying into solution with a pen-
etration depth of about 20 nm. The resonance between the incident light and the plasma wave depends
on the angle, wavelength, and polarization state of the incident light and the refractive indices of the
metal film and the materials on either side of the metal film. A change in the dielectric constant or the
refractive index at the surface causes the resonance angle to shift, thus providing a highly sensitive
means of monitoring surface reactions.

The method of SPR is generally used for sensitive measurement of variations in the refractive index
of the medium immediately surrounding the metal film. For example, if an antibody is bound to or
absorbed into the metal surface, a noticeable change in the resonance angle can be readily observed
because of the change of the refraction index at the surface, assuming all other parameters are kept
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FIGURE 6.4 Surface plasmon resonance at the interface between a thin metallic surface and a liquid (a). A sharp
decrease in the reflected light intensity can be observed in (b). The location of the resonance angle is dependent on
the refractive index of the material present at the interface.
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constant (Figure 6.4). The advantage of this concept is the improved ability to detect the direct interac-
tion between antibody and antigen as an interfacial measurement.

SPR has been used to analyze immunochemicals and to detect gases. The main limitation of SPR,
however, is that the sensitivity depends on the optical thickness of the adsorbed layer, and, therefore,
small molecules cannot be measured in very low concentrations.

6.4 Applications

6.4.1 Oximetry

Oximetry refers to the colorimetric measurement of the degree of oxygen saturation of blood, that is, the
relative amount of oxygen carried by the hemoglobin in the erythrocytes, by recording the variation in
the color of deoxyhemoglobin (Hb) and oxyhemoglobin (HbO,). A quantitative method for measuring
blood oxygenation is of great importance in assessing the circulatory and respiratory status of a patient.

Various optical methods for measuring the oxygen saturation of arterial (Sa0O,) and mixed venous
(SvO,) blood have been developed, all based on light transmission through, or reflecting from, tissue
and blood. The measurement is performed at two specific wavelengths: A,, where there is a large dif-
ference in light absorbance between Hb and HbO, (e.g., 660 nm red light), and A,, which can be an
isobestic wavelength (e.g., 805 nm infrared light), where the absorbance of light is independent of blood
oxygenation, or a different wavelength in the infrared region (>805 nm), where the absorbance of Hb is
slightly smaller than that of HbO,.

Assuming for simplicity that a hemolyzed blood sample consists of a two-component homogeneous
mixture of Hb and HbO,, and that light absorbance by the mixture of these two components is additive,
a simple quantitative relationship can be derived for computing the oxygen saturation of blood:

(6.1)

o OD(},)
Oxygen saturation = A — B [ oD 0\2)]

where A and B are coefficients which are functions of the specific absorptivities of Hb and HbO,, and
OD is the corresponding absorbance (optical density) of the blood [4].

Since the original discovery of this phenomenon over 50 years ago, there has been progressive develop-
ment in instrumentation to measure oxygen saturation along three different paths: bench-top oximeters
for clinical laboratories, fiber optic catheters for invasive intravascular monitoring, and transcutaneous
sensors, which are noninvasive devices placed against the skin.

6.4.1.1 Intravascular Fiber Optic SvO, Catheters

In vivo fiberoptic oximeters were first described in the early 1960s by Polanyi and Heir [1]. They demon-
strated that in a highly scattering medium such as blood, where a very short path length is required for
a transmittance measurement, a reflectance measurement was practical. Accordingly, they showed that
a linear relationship exists between oxygen saturation and the ratio of the infrared-to-red (IR/R) light
backscattered from the blood

oxygen saturation = a — b(IR/R) 6.2)

where a and b are catheter-specific calibration coefficients.

Fiber optic SvO, catheters consist of two separate optical fibers. One fiber is used for transmitting the
light to the flowing blood, and a second fiber directs the backscattered light to a photodetector. In some
commercial instruments (e.g., Oximetrix), automatic compensation for hematocrit is employed utiliz-
ing three, rather than two, infrared reference wavelengths. Bornzin et al. [2] and Mendelson et al. [3]
described a 5-lumen, 7.5F thermodilution catheter that is comprised of three unequally spaced optical
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FIGURE 6.5 Principle of a three-fiber optical catheter for SvO,/HCT measurement. (Taken from Bornzin G.A.,
Mendelson Y., Moran B.L. et al. 1987. Proc. 9th Ann. Conf. Eng. Med. Bio. Soc. pp. 807-809. With permission.)

fibers, each fiber 250 m in diameter, and provides continuous SvO, reading with automatic corrections
for hematocrit variations (Figure 6.5).

Intravenous fiberoptic catheters are utilized in monitoring SvO, in the pulmonary artery and can be
used to indicate the effectiveness of the cardiopulmonary system during cardiac surgery and in the ICU.
Several problems limit the wide clinical application of intravascular fiberoptic oximeters. These include
the dependence of the individual red and infrared backscattered light intensities and their ratio on
hematocrit (especially for SvO, below 80%), blood flow, motion artifacts due to catheter tip “whipping”
against the blood vessel wall, blood temperature, and pH.

6.4.1.2 Noninvasive Pulse Oximetry

Noninvasive monitoring of SaO, by pulse oximetry is a well-established practice in many fields of clini-
cal medicine [4]. The most important advantage of this technique is the capability to provide continu-
ous, safe, and effective monitoring of blood oxygenation at the patient’s bedside without the need to
calibrate the instrument before each use.

Pulse oximetry, which was first suggested by Aoyagi and colleagues [5] and Yoshiya and colleagues
[6], relies on the detection of the time-variant photoplethysmographic signal, caused by changes in
arterial blood volume associated with cardiac contraction. SaO, is derived by analyzing only the time-
variant changes in absorbance caused by the pulsating arterial blood at the same red and infrared wave-
lengths used in conventional invasive type oximeters. A normalization process is commonly performed
by which the pulsatile (ac) component at each wavelength, which results from the expansion and relax-
ation of the arterial and capillary bed, is divided by the corresponding nonpulsatile (dc) component
of the photoplethysmogram, which is composed of the light absorbed by the blood-less tissue and the
nonpulsatile portion of the blood compartment. This effective scaling process results in a normalized
red/infrared ratio which is dependent on SaO, but is largely independent of the incident light intensity,
skin pigmentation, skin thickness, and tissue vasculature.

Pulse oximeter sensors consist of a pair of small and inexpensive red and infrared LEDs and a single,
highly sensitive, silicon photodetector. These components are mounted inside a reusable rigid spring-
loaded clip, a flexible probe, or a disposable adhesive wrap (Figure 6.6). The majority of the commer-
cially available sensors are of the transmittance type in which the pulsatile arterial bed, for example, ear
lobe, fingertip, or toe, is positioned between the LEDs and the photodetector. Other probes are available
for reflectance (backscatter) measurement where both the LEDs and photodetectors are mounted side-
by-side facing the skin [7,8].
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FIGURE 6.6 Disposable finger probe of a noninvasive pulse oximeter.

6.4.1.3 Noninvasive Cerebral Oximetry

Another substance whose optical absorption in the near infrared changes corresponding to its reduced
and oxidized state is cytochrome aa3, the terminal member of the respiratory chain. Although the con-
centration of cytochrome aa3 is considerably lower than that of hemoglobin, advanced instrumenta-
tion including time-resolved spectroscopy and differential measurements is being used successfully to
obtain noninvasive measurements of hemoglobin saturation and cytochrome aa3 by transilluminating
areas of the neonatal brain [9-11].

6.4.2 Blood Gases

Frequent measurement of blood gases, that is, oxygen partial pressure (PO,), carbon dioxide partial
pressure (PCO,), and pH, is essential to clinical diagnosis and management of respiratory and metabolic
problems in the operating room and the ICU. Considerable effort has been devoted over the last two
decades to developing disposable extracorporeal and in particular intravascular fiber optic sensors that
can be used to provide continuous information on the acid-base status of a patient.

In the early 1970s, Libbers and Opitz [12] originated what they called optodes (from the Greek,
optical path) for measurements of important physiologic gases in fluids and in gases. The principle
upon which these sensors was designed was a closed cell containing a fluorescent indicator in solu-
tion, with a membrane permeable to the analyte of interest (either ions or gases) constituting one of
the cell walls. The cell was coupled by optical fibers to a system that measured the fluorescence in the
cell. The cell solution would equilibrate with the PO, or PCO, of the medium placed against it, and
the fluorescence of an indicator reagent in the solution would correspond to the partial pressure of
the measured gas.

6.4.2.1 Extracorporeal Measurement

Following the initial feasibility studies of Liibbers and Opitz, Cardiovascular Devices (CDI, USA)
developed a GasStat™ extracorporeal system suitable for continuous online monitoring of blood gases
ex vivo during cardiopulmonary bypass operations. The system consists of a disposable plastic sen-
sor connected inline with a blood loop through a fiber optic cable. Permeable membranes separate
the flowing blood from the system chemistry. The CO,-sensitive indicator consists of a fine emulsion
of a bicarbonate buffer in a two-component silicone. The pH-sensitive indicator is a cellulose mate-
rial to which hydroxypyrene trisulfonate (HPTS) is bonded covalently. The O,-sensitive chemistry is
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composed of a solution of oxygen-quenching decacyclene in a one-component silicone covered with a
thin layer of black PTFE for optical isolation and to render the measurement insensitive to the halo-
thane anesthetic.

The extracorporeal device has two channels, one for arterial blood and the other for venous blood,
and is capable of recording the temperature of the blood for correcting the measurements to 37°C.
Several studies have been conducted comparing the specifications of the GasStat™ with that of inter-
mittent blood samples analyzed on bench-top blood gas analyzers [13-15].

6.4.2.2 Intravascular Catheters

In recent years, numerous efforts have been made to develop integrated fiber optic sensors for intravascu-
lar monitoring of blood gases. Recent literature reports of sensor performance show considerable progress
has been made mainly in improving the accuracy and reliability of these intravascular blood gas sensors
[16-19], yet their performance has not yet reached a level suitable for widespread clinical application.

Most fiber optic intravascular blood gas sensors employ either a single- or a double-fiber configura-
tion. Typically, the matrix containing the indicator is attached to the end of the optical fiber as illus-
trated in Figure 6.7. Since the solubility of O, and CO, gases, as well as the optical properties of the
sensing chemistry itself, are affected by temperature variations, fiber optic intravascular sensors include
a thermocouple or thermistor wire running alongside the fiber optic cable to monitor and correct for
temperature fluctuations near the sensor tip. A nonlinear response is characteristic of most chemical
indicator sensors, so they are designed to match the concentration region of the intended application.
Also, the response time of the optode is somewhat slower compared to electrochemical sensors.

Intravascular fiber optic blood gas sensors are normally placed inside a standard 20-gauge catheter,
which is sufficiently small to allow adequate spacing between the sensor and the catheter wall. The
resulting lumen is large enough to permit the withdrawal of blood samples, introduction of a continu-
ous heparin flush, and the recording of a blood pressure waveform. In addition, the optical fibers are
encased in a protective tubing to contain any fiber fragments in case they break off.

6.4.2.3 pH Sensors

In 1976, Peterson et al. [20] originated the development of the first fiber optic chemical sensor for physi-
ological pH measurement. The basic idea was to contain a reversible color-changing indicator at the end
of a pair of optical fibers. The indicator, phenol red, was covalently bound to a hydrophilic polymer in
the form of water-permeable microbeads. This technique stabilized the indicator concentration. The
indicator beads were contained in a sealed hydrogen-ion-permeable envelope made out of a hollow cel-
lulose tubing. In effect, this formed a miniature spectrophotometric cell at the end of the fibers and
represented an early prototype of a fiber optic chemical sensor.

The phenol red dye indicator is a weak organic acid, and the acid form (un-ionized) and base form
(ionized) are present in a concentration ratio determined by the ionization constant of the acid and the
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FIGURE 6.7 Structural diagram of an integrated fiber optic blood gas catheter. (Taken from Otto S. Wolfbeis,
Fiber Optic Chemical Sensors and Biosensors, Vol. 2, CRC Press, Boca Raton, FL, 1990.)
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pH of the medium according to the familiar Henderson-Hasselbalch equation. The two forms of the
dye have different optical absorption spectra, so the relative concentration of one of the forms, which
varies as a function of pH, can be measured optically and related to variations in pH. In the pH sensor,
green (560 nm) and red (longer than 600 nm) light emerging from the end of one fiber passes through
the dye and is reflected back into the other fiber by light-scattering particles. The green light is absorbed
by the base form of the indicator. The red light is not absorbed by the indicator and is used as an opti-
cal reference. The ratio of green to red light is measured and is related to pH by an S-shaped curve
with an approximate high-sensitivity linear region where the equilibrium constant (pK) of the indicator
matches the pH of the solution.

The same principle can also be used with a reversible fluorescent indicator, in which case the concen-
tration of one of the indicator forms is measured by its fluorescence rather than absorbance intensity.
Light in the blue or UV wavelength region excites the fluorescent dye to emit longer wavelength light,
and the two forms of the dye may have different excitation or emission spectra to allow their distinction.

The original instrument design for a pH measurement was very simple and consisted of a tungsten
lamp for fiber illumination, a rotating filter wheel to select the green and red light returning from the
fiber optic sensor, and signal processing instrumentation to give a pH output based on the green-to-red
ratio. This system was capable of measuring pH in the physiologic range between 7.0 and 7.4 with an
accuracy and precision of 0.01 pH units. The sensor was susceptible to ionic strength variation in the
order of 0.01 pH unit per 11% change in ionic strength.

Further development of the pH probe for practical use was continued by Markle and colleagues
[21]. They designed the fiber optic probe in the form of a 25-gauge (0.5 mm OD) hypodermic needle,
with an ion-permeable side window, using 75-um-diameter plastic optical fibers. The sensor had a 90%
response time of 30 s. With improved instrumentation and computerized signal processing and with
a three-point calibration, the range was extended to =3 pH units, and a precision of 0.001 pH units
was achieved.

Several reports have appeared suggesting other dye indicator systems that can be used for fiber optic
pH sensing [22]. A classic problem with dye indicators is the sensitivity of their equilibrium constant
to ionic strength. To circumvent this problem, Wolfbeis and Offenbacher [23] and Opitz and Liibbers
[24] demonstrated a system in which a dual sensor arrangement can measure ionic strength and pH and
simultaneously can correct the pH measurement for variations in ionic strength.

6.4.2.4 PCO, Sensors

The PCO, of a sample is typically determined by measuring changes in the pH of a bicarbonate solu-
tion that is isolated from the sample by a CO,-permeable membrane but remains in equilibrium with
the CO,. The bicarbonate and CO,, as carbonic acid, form a pH buffer system, and, by the Henderson-
Hasselbalch equation, hydrogen ion concentration is proportional to the pCO, in the sample. This mea-
surement is done with either a pH electrode or a dye indicator in solution.

Vurek [25] demonstrated that the same techniques can also be used with a fiber optic sensor. In
his design, one plastic fiber carries light to the transducer, which is made of a silicone rubber tubing
about 0.6 mm in diameter and 1.0 mm long, filled with a phenol red solution in a 35-mM bicarbonate.
Ambient PCO, controls the pH of the solution which changes the optical absorption of the phenol red
dye. The CO, permeates through the rubber to equilibrate with the indicator solution. A second optical
fiber carries the transmitted signal to a photodetector for analysis. The design by Zhujun and Seitz [26]
uses a PCO , sensor based on a pair of membranes separated from a bifurcated optical fiber by a cavity
filled with bicarbonate buffer. The external membrane is made of silicone, and the internal membrane is
HPTS immobilized on an ion-exchange membrane.

6.4.2.5 PO, Sensors

The development of an indicator system for fiber optic PO, sensing is challenging because there are
very few known ways to measure PO, optically. Although a color-changing indicator would have been
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desirable, the development of a sufficiently stable indicator has been difficult. The only principle appli-
cable to fiber optics appears to be the quenching effect of oxygen on fluorescence.

Fluorescence quenching is a general property of aromatic molecules, dyes containing them, and some
other substances. In brief, when light is absorbed by a molecule, the absorbed energy is held as an excited
electronic state of the molecule. It is then lost by coupling to the mechanical movement of the mol-
ecule (heat), reradiated from the molecule in a mean time of about 10 ns (fluorescence), or converted
into another excited state with much longer mean lifetime and then reradiated (phosphorescence).
Quenching reduces the intensity of fluorescence and is related to the concentration of the quenching
molecules, such as O,.

A fiber optic sensor for measuring PO, using the principle of fluorescence quenching was developed
by Peterson and colleagues [27]. The dye is excited at around 470 nm (blue) and fluoresces at about
515 nm (green) with an intensity that depends on the PO,. The optical information is derived from the
ratio of green fluorescence to the blue excitation light, which serves as an internal reference signal. The
system was chosen for visible light excitation, because plastic optical fibers block light transmission at
wavelengths shorter than 450 nm, and glass fibers were not considered acceptable for biomedical use.

The sensor was similar in design to the pH probe continuing the basic idea of an indicator packing
in a permeable container at the end of a pair of optical fibers. A dye perylene dibutyrate, absorbed on a
macroreticular polystyrene adsorbent, is contained in an oxygen-permeable porous polystyrene enve-
lope. The ratio of green to blue intensity was processed according to the Stren-Volmer equation:

170 = 1+ KPO, (6.3)
where I and I are the fluorescence emission intensities in the presence and absence of a quencher, respec-
tively, and I is the Stern-Volmer quenching coefficient. This provides a nearly linear readout of PO, over
the range of 0-150 mmHg (0-20 kPa), with a precision of 1 mmHg (0.13 kPa). The original sensor was
0.5 mm in diameter, but it can be made much smaller. Although its response time in a gas mixture is a
fraction of a second, it is slower in an aqueous system, about 1.5 min for 90% response.

Wolfbeis et al. [28] designed a system for measuring the widely used halothane anesthetic which
interferes with the measurement of oxygen. This dual-sensor combination had two semipermeable
membranes (one of which blocked halothane) so that the probe could measure both oxygen and halo-
thane simultaneously. The response time of their sensor, 15-20 s for halothane and 10-15 s for oxygen,
is considered short enough to allow gas analysis in the breathing circuit. Potential applications of this
device include the continuous monitoring of halothane in breathing circuits and in the blood.

6.4.3 Glucose Sensors

Another important principle that can be used in fiber optic sensors for measurements of high sensitiv-
ity and specificity is the concept of competitive binding. This was first described by Schultz et al. [29] to
construct a glucose sensor. In their unique sensor, the analyte (glucose) competes for binding sites on a
substrate (the lectin concanavalin A) with a fluorescent indicator-tagged polymer [fluorescein isothio-
cyanate (FITC)-dextran]. The sensor, which is illustrated in Figure 6.8, is arranged so that the substrate
is fixed in a position out of the optical path of the fiber end. The substrate is bound to the inner wall of
a glucose-permeable hollow fiber tubing (300 m O.D. x 200 m ID) and fastened to the end of an optical
fiber. The hollow fiber acts as the container and is impermeable to the large molecules of the fluorescent
indicator. The light beam that extends from the fiber “sees” only the unbound indicator in solution
inside the hollow fiber but not the indicator bound on the container wall. Excitation light passes through
the fiber and into the solution, fluorescing the unbound indicator, and the fluorescent light passes back
along the same fiber to a measuring system. The fluorescent indicator and the glucose are in competitive
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FIGURE 6.8 Schematic diagram of a competitive binding fluorescence affinity sensor for glucose measurement.
(Taken from Schultz J.S., Mansouri S., and Goldstein L.]. 1982. Diabetes Care 5: 245. With permission.)

binding equilibrium with the substrate. The interior glucose concentration equilibrates with its concen-
tration exterior to the probe. If the glucose concentration increases, the indicator is driven off the sub-
strate to increase the concentration of the indicator. Thus, fluorescence intensity as seen by the optical
fiber follows the glucose concentration.

The response time of the sensor was found to be about 5 min. In vivo studies demonstrated fairly close
correspondence between the sensor output and actual blood glucose levels. A time lag of about 5 min
was found and is believed to be due to the diffusion of glucose across the hollow fiber membrane and the
diffusion of FTIC-dextran within the tubing.

In principle, the concept of competitive binding can be applied to any analysis for which a specific
reaction can be devised. However, long-term stability of these sensors remains the major limiting factor
that needs to be solved.

6.4.4 Immunosensors

Immunologic techniques offer outstanding selectivity and sensitivity through the process of antibody-
antigen interaction. This is the primary recognition mechanism by which the immune system detects
and fights foreign matter and has therefore allowed the measurement of many important compounds at
trace levels in complex biologic samples.

In principle, it is possible to design competitive binding optical sensors utilizing immobilized anti-
bodies as selective reagents and detecting the displacement of a labeled antigen by the analyte. Therefore,
antibody-based immunologic optical systems have been the subject of considerable research [30-34]. In
practice, however, the strong binding of antigens to antibodies and vice versa causes difficulties in con-
structing reversible sensors with fast dynamic responses.

Several immunologic sensors based on fiber optic waveguides have been demonstrated for monitor-
ing antibody-antigen reactions. Typically, several centimeters of cladding are removed along the fiber’s
distal end, and the recognition antibodies are immobilized on the exposed core surface. These antibod-
ies bind fluorophore-antigen complexes within the evanescent wave as illustrated in Figure 6.9. The
fluorescent signal excited within the evanescent wave is then transmitted through the cladded fiber to a
fluorimeter for processing.

Experimental studies have indicated that immunologic optical sensors can generally detect micromo-
lar and even picomolar concentrations. However, the major obstacle that must be overcome to achieve
high sensitivity in immunologic optical sensors is the nonspecific binding of immobilized antibodies.
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FIGURE 6.9 Basic principle of a fiber optic antigen-antibody sensor. (Taken from Anderson G.P., Golden J.P,,
and Ligler F.S. 1993. IEEE Trans. Biomed. Eng. 41: 578.)

6.5 Summary

Optical sensors have been used in many ways to detect physiological variables both in vitro and in vivo.
The most frequent biomedical application involves the use of fiber optics within an interluminal cath-
eter or tissue probe with some sort of optical indicator at or near its distal tip. This indicator commu-
nicates with body fluids or tissues through a membrane permeable to the analyte but not the indicator
so the latter remains in the sensor. The intensity of the light produced or modulated by the indicator is
determined by optoelectronic systems back at the proximal end of the catheter or probe. Such devices
have many applications in clinical medicine but are particularly important in critical care medicine.
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7.1 Classification of Biochemical Reactions in the Context of
Sensor Design and Development

7.1.1 Introduction and Definitions

Since sensors generate a measurable material property, they belong in some grouping of transducer
devices. Sensors specifically contain a recognition process that is characteristic of a material sample at
the molecular-chemical level, and a sensor incorporates a transduction process (step) to create a useful
signal. Biomedical sensors include a whole range of devices that may be chemical sensors, physical sen-
sors, or some kind of mixed sensor.

Chemical sensors use chemical processes in the recognition and transduction steps. Biosensors are
also chemical sensors, but they use particular classes of biological recognition/transduction processes.
A pure physical sensor generates and transduces a parameter that does not depend on the chemistry
per se, but is a result of the sensor responding as an aggregate of point masses or charges. All these
when used in a biologic system (biomatrix) may be considered bioanalytic sensors without regard to the
chemical, biochemical, or physical distinctions. They provide an “analytic signal of the biologic system”
for some further use.

The chemical recognition process focuses on some molecular-level chemical entity, usually a kind
of chemical structure. In classical analysis this structure may be a simple functional group: SiO—in
a glass electrode surface, a chromophore in an indicator dye, or a metallic surface structure, such as
silver metal that recognizes Ag+ in solution. In recent times, the biologic recognition processes have
been better understood, and the general concept of recognition by receptor or chemoreceptor has come
into fashion. Although these are often large molecules bound to cell membranes, they contain specific
structures that permit a wide variety of different molecular recognition steps including recognition of
large and small species and of charged and uncharged species. Thus, chemoreceptor appears in the sen-
sor literature as a generic term for the principal entity doing the recognition. For a history and examples,
see References 1-6.
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FIGURE 7.1 Generic bioanalytic sensor.

Biorecognition in biosensors has especially stressed “receptors” and their categories. Historically,
application of receptors has not necessarily meant measurement directly of the receptor. Usually
there are coupled chemical reactions, and the transduction has used measurement of the subsidiary
products: change of pH, change of dissolved O,, generation of H,0,, changes of conductivity, changes
of optical adsorption, and changes of temperature. Principal receptors are enzymes because of their
extraordinary selectivity. Other receptors can be the more subtle species of biochemistry: antibod-
ies, organelles, microbes, and tissue slices, not to mention the trace level “receptors” that guide ants,
such as pheromones, and other unusual species. A sketch of a generic bioanalytic sensor is shown in
Figure 7.1.

7.1.2 Classification of Recognition Reactions and Receptor Processes

The concept of recognition in chemistry is universal. It almost goes without saying that all chemical
reactions involved recognition and selection on the basis of size, shape, and charge. For the purpose
of constructing sensors, general recognition based on these factors is not usually enough. Frequently
in inorganic chemistry a given ion will react indiscriminantly with similar ions of the same size and
charge. Changes in charge from unity to two, for example, do change the driving forces of some ionic
reactions. By control of dielectric constant of phases, heterogeneous reactions can often be “tailored” to
select divalent ions over monovalent ions and to select small versus large ions or vice versa.

Shape, however, has more special possibilities, and natural synthetic methods permit product con-
trol. Nature manages to use shape together with charge to build organic molecules, called enzymes, that
have acquired remarkable selectivity. It is in the realm of biochemistry that these natural constructions
are investigated and catalogued. Biochemistry books list large numbers of enzymes and other selective
materials that direct chemical reactions. Many of these have been tried as the basis of selective sensors
for bioanalytic and biomedical purposes. The list in Table 7.1 shows how some of the materials can be
grouped into lists according to function and to analytic substrate, both organic and inorganic. The prin-
ciples seem general, so there is no reason to discriminate against the inorganic substrates in favor or the
organic substrates. All can be used in biomedical analysis.

7.2 Classification of Transduction Processes: Detection Methods

Some years ago, the engineering community addressed the topic of sensor classification—Richard M.
White in IEEE Trans. Ultra., Ferro., Freq. Control (UFFC), UFFC-34 (1987) 124, and Wen H. Ko in IEEE/
EMBS Symposium Abstract T.1.1 84CH2068-5 (1984). It is interesting because the physical and chemi-
cal properties are given equal weight. There are many ideas given here that remain without embodiment.
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TABLE 7.1 Recognition Reactions and Receptor Processes

1. Insoluble salt-based sensors
a. S*+ R~ 1 (insoluble salt)
Ton exchange with crystalline SR (homogeneous or heterogeneous crystals)

Chemical signal S* Receptor R™®
Inorganic cations Inorganic anions
Examples: Ag*, Hg3*, Pb?*, Cd*, Cu2* S§%, Se*, SCN-, I, Br, CI-

b. S+ R* 1SR (insoluble salt)

Ton exchange with crystalline SR (homogeneous or heterogeneous crystals)

Chemical signal S Receptor R™
Inorganic anions Inorganic cations
Examples: F-, S5, Se?5, SCN-, I, Br, CI~ LaF, Ag", Hg3*, Pb*, Cd*, Cu?*

2. Solid ion exchanges
a. S+ R (sites) IS*™ R™ = SR (in ion exchanger phase)
Ton exchange with synthetic ion exchangers containing negative fixed sites (homogeneous or heterogeneous,
inorganic or organic materials)

Chemical signal $* Receptor R™

Inorganic and organic ions Inorganic and organic ion sites

Examples: H*, Na*, K* Silicate glass Si-0~

H*, Na*, K*, other M* Synthetic sulfonated, phosphorylated, EDTA-substituted
polystyrenes

b. S+ R (sites) 1S™ R** = SR (in ion exchanger phase)
Ton exchange with synthetic ion exchangers containing positive fixed sites (homogeneous or heterogeneous,
inorganic or organic materials)

Chemical signal S Receptor R™
Organic and inorganic ions Organic and inorganic ion sites
Examples: hydrophobic anions Quaternized polystyrene

3. Liquid ion exchanger sensors with electrostatic selection
a. S+ R (sites) IS™ R = SR (in ion exchanger phase)
Plasticized, passive membranes containing mobile trapped negative fixed sites (homogeneous or heterogeneous,
inorganic or organic materials)

Chemical signal $* Receptor R™

Inorganic and organic ions Inorganic and organic ion sites

Examples: Ca* Diester of phosphoric acid or monoester of a phosphonic
acid

M Dinonylnaphthalene sulfonate and other organic,
Hydrophobic anions

R, R,, Ry R, N* and bis-Quaternary cations cationic Tetraphenylborate anion or substituted derivatives

drugs tetrasubstituted arsonium-

b. S™+ R (sites) 1S™ R* = SR (in ion exchanger phase)
Plasticized, passive membranes containing mobile, trapped negative fixed sites (homogeneous or heterogeneous,
inorganic or organic materials)

Chemical signal S Receptor R™
Inorganic and organic ions Inorganic and organic sites
Examples: anions, simple Cl-, Br-, C107 Quaternary ammonium cations: for example,

tridodecylmethyl-ammonium

Anions, complex, drugs Quaternary ammonium cations: for example,
tridodecylmethyl-ammonium

4. Liquid ion exchanger sensors with neutral (or charged) carrier selection
a. $*+ X and R™ (sites) 1IS™ X R™ = SXR (in ion exchanger phase)

continued
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TABLE 7.1 (continued) Recognition Reactions and Receptor Processes

Plasticized, passive membranes containing mobile, trapped negative fixed sites (homogeneous or heterogeneous,

inorganic or organic materials)
Chemical signal S*
Inorganic and organic ions

Examples: Ca*"

Na*, K*, H*

b. S+ X and R*™ (sites) 1S™ X R*" = SXR (in ion
exchanger phase)
Plasticized, passive membranes containing mobile,
trapped negative fixed sites (homogeneous or
heterogeneous, inorganic or organic materials)

Chemical signal S
Inorganic and organic ions

Examples: HPO%=

HCO3
cr

Receptor R™
Inorganic and organic ion sites

X = synthetic ionophore complexing agent selective
to Ca**

R usually a substituted tetra phenylborate salt

X = selective ionophore complexing agent

Receptor R™

Inorganic and organic ion sites

R = quaternary ammonium salt

X = synthetic ionophore complexing agent; aryl
organotin compound or suggested cyclic
polyamido-polyamines

X = synthetic ionophore: trifluoro acetophenone

X = aliphatic organotin compound

5. Bioaffinity sensors based on change of local electron densitites

S+R1SR
Chemical signal S
Protein
Saccharide
Glycoprotein
Substrate
Inhibitor

Prosthetic group
Antigen
Hormone

Substrate analogue

Receptor R
Dyes
Lectin

Enzyme

Transferases

Hydrolases (peptidases, esterases, etc.)
Lyases

Isomerases

Ligases

Apoenzyme

Antibody

“Receptor

Transport system

6. Metabolism sensors based on substrate consumption and product formation

S+R1SR>P+R
Chemical signal S
Substrate
Examples: lactate (SH,)

SH,+ A 1S+ AH, lactate+ NAD*
Glucose (SH,)
SH, + 10,18+ H,0 or
SH, + 0, 1S + H,0,
Glucose + O, 1gluconolactone + H,0,

Receptor R
Enzyme

Hydrogenases catalyze hydrogen transfer from S to
acceptor A (not molecular oxygen!) reversibly pyruvate +
NADH +

H* using lactate dehydrogenase

Oxidases catalyze hydrogen transfer to molecular oxygen

Using glucose oxidase

continued



Bioanalytic Sensors 7-5

TABLE 7.1 (continued) Recognition Reactions and Receptor Processes

Reducing agents (S) Peroxidases catalyze oxidation of a substrate by H,O,
using horseradish peroxidase

2S +2H*+H,0, 12§*+ 2H,0
Fe?* + H,0, + 2H" 1Fe* + 2H,0

Reducing agents Oxygenates catalyze substrate oxidations by molecular O,
L-lactate + O, lactate + CO, + H,0O

Cofactor Organelle

Inhibitor Microbe

Activator Tissue slice

Enzyme activity
7. Coupled and hybrid systems using sequences, competition, anti-interference, and amplification concepts and reactions.

8. Biomimetic sensors

Chemical signal S Receptor R
Sound Carrier enzyme
Stress

Light

Source: Adapted from Scheller F. and Schubert E 1989. Biosensors, #18 in Advances in Research Technologies (Beitrage
zur Forschungstec technologies), Berlin, Akademie-Verlag, Amsterdam, Elsevier; Cosofret V.V. and Buck R.P. 1992.
Pharmaceutical Applications of Membrane Sensors, Boca Raton, FL, CRC Press.

This list is reproduced as Table 7.2. Of particular interest in this section are “detection means used in
sensors” and “sensor conversion phenomena.” At present the principle transduction schemes use elec-
trochemical, optical, and thermal detection effects and principles.

7.2.1 Calorimetric, Thermometric, and Pyroelectric Transducers

Especially useful for enzymatic reactions, the generation of heat (enthalpy change) can be used easily
and generally. The enzyme provides the selectivity and the reaction enthalpy cannot be confused with
other reactions from species in a typical biologic mixture. The ideal aim is to measure total evolved heat,
that is, to perform a calorimetric measurement. In real systems there is always heat loss, that is, heat is
conducted away by the sample and sample container so that the process cannot be adiabatic as required
for a total heat evolution measurement. As a result, temperature difference before and after evolution is
measured most often. It has to be assumed that the heat capacity of the specimen and container is con-
stant over the small temperature range usually measured.

The simplest transducer is a thermometer coated with the enzyme that permits the selected reaction
to proceed. Thermistors are used rather than thermometers or thermocouples. The change of resis-
tance of certain oxides is much greater than the change of length of a mercury column or the microvolt
changes of thermocouple junctions.

Pyroelectric heat flow transducers are relatively new. Heat flows from a heated region to a lower
temperature region, controlled to occur in one dimension. The lower temperature side can be coated
with an enzyme. When the substrate is converted, the lower temperature side is warmed. The pyro-
electric material is from a category of materials that develops a spontaneous voltage difference in a
thermal gradient. If the gradient is disturbed by evolution or adsorption of heat, the voltage tempo-
rarily changes.

In biomedical sensing, some of the solid-state devices based on thermal sensing cannot be used effec-
tively. The reason is that the sensor itself has to be heated or is heated quite hot by catalytic surface
reactions. Thus pellistors (oxides with catalytic surfaces and embedded platinum wire thermometer),
chemiresistors, and “Figaro” sensor “smoke” detectors have not found many biologic applications.
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TABLE 7.2 Detection Means and Conversion Phenomena Used in Sensors

Detection means
Biologic
Chemical
Electric, magnetic, or electromagnetic wave
Heat, temperature
Mechanical displacement of wave
Radioactivity, radiation
Other
Conversion phenomena
Biologic
Biochemical transformation
Physical transformation
Effect on test organism
Spectroscopy
Other
Chemical
Chemical transformation
Physical transformation
Electrochemical process
Spectroscopy
Other
Physical
Thermoelectric
Photoelectric
Photomagnetic
Magnetoelectric
Elastomagnetic
Thermoelastic
Elastoelectric
Thermomagnetic
Thermooptic
Photoelastic
Others

7.2.2 Optical, Optoelectronic Transducers

Most optical detection systems for sensors are small, that is, they occupy a small region of space because
the sample size and volume are themselves small. This means that common absorption spectrophotom-
eters and photofluorometers are not used with their conventional sample-containing cells, or with their
conventional beam-handling systems. Instead light-conducting optical fibers are used to connect the
sample with the more remote monochromator and optical readout system. The techniques still remain
absorption spectrophotometry, fluorimetry including fluorescence quenching, and reflectometry.

The most widely published optical sensors use a miniature reagent contained or immobilized at the
tip of an optical fiber. In most systems a permselective membrane coating allows the detected spe-
cies to penetrate the dye region. The corresponding absorption change, usually at a sensitive externally
preset wavelength, is changed and correlated with the sample concentration. Similarly, fluorescence
can be stimulated by the higher-frequency external light source and the lower-frequency emission
detected. Some configurations are illustrated in References 1 and 2. Fluorimetric detection of coenzyme
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A, NAD+/NADH, is involved in many so-called pyridine-linked enzyme systems. The fluorescence of
NADH contained or immobilized can be a convenient way to follow these reactions. Optodes, miniature
encapsulated dyes, can be placed in vivo. Their fluorescence can be enhanced or quenched and used to
detect acidity, oxygen, and other species.

A subtle form of optical transduction uses the “peeled” optical fiber as a multiple reflectance cell. The
normal fiber core glass has a refractive index greater than that of the exterior coating; there is a range of
angles of entry to the fiber so that all the light beam remains inside the core. If the coating is removed
and materials of lower index of refraction are coated on the exterior surface, there can be absorption
by multiple reflections, since the evanescent wave can penetrate the coating. Chemical reagent can be
added externally to create selective layers on the optical fiber.

Ellipsometry is a reflectance technique that depends on the optical constants and thickness of surface
layer. For colorless layers, a polarized light beam will change its plane of polarization upon reflection by the
surface film. The thickness can sometimes be determined when optical constants are known or approxi-
mated by constants of the bulk material. Antibody—antigen surface reaction can be detected this way.

7.2.3 Piezoelectric Transducers

Cut quartz crystals have characteristic modes of vibration that can be induced by painting electrodes on
the opposite surfaces and applying a megaHertz ac voltage. The frequency is searched until the crystal
goes into a resonance. The resonant frequency is very stable. It is a property of the material and main-
tains a value to a few parts per hundred million. When the surface is coated with a stiff mass, the fre-
quency is altered. The shift in frequency is directly related to the surface mass for thin, stiff layers. The
reaction of a substrate with this layer changes the constants of the film and further shifts the resonant
frequency. These devices can be used in air, in vacuum, or in electrolyte solutions.

7.2.4 Electrochemical Transducers

Electrochemical transducers are commonly used in the sensor field. The main forms of electrochemistry
used are potentiometry (zero-current cell voltage [potential difference measurements]), amperometry
(current measurement at constant applied voltage at the working electrode), and ac conductivity of a cell.

7.2.4.1 Potentiometric Transduction

The classical generation of an activity-sensitive voltage is spontaneous in a solution containing both
nonredox ions and redox ions. Classical electrodes of types 1, 2, and 3 respond by ion exchange directly
or indirectly to ions of the same material as the electrode. Inert metal electrodes (sometimes called type
0)—Pt, Ir, Rh, and occasionally carbon C—respond by electrons exchange from redox pairs in solution.
Potential differences are interfacial and reflect ratios of activities of oxidized to reduced forms.

7.2.4.2 Amperometric Transduction

For dissolved species that can exchange electrons with an inert electrode, it is possible to force the
transfer in one direction by applying a voltage very oxidizing (anodic) or reducing (cathodic). When
the voltage is fixed, the species will be, by definition, out of equilibrium with the electrode at its present
applied voltage. Locally, the species (regardless of charge) will oxidize or reduce by moving from bulk
solution to the electrode surface where they react. Ions do not move like electrons. Rather they diffuse
from high to low concentration and do not usually move by drift or migration. The reason is that the
electrolytes in solutions are at high concentrations, and the electric field is virtually eliminated from
the bulk. The field drops through the first 1000 A at the electrode surface. The concentration of the
moving species is from high concentration in bulk to zero at the electrode surface where it reacts. This
process is called concentration polarization. The current flowing is limited by mass transport and so is
proportional to the bulk concentration.
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7.2.4.3 Conductometric Transducers

Ac conductivity (impedance) can be purely resistive when the frequency is picked to be about 1000-
10,000 Hz. In this range the transport of ions is sufficiently slow that they never lose their uniform
concentration. They simply quiver in space and carry current forward and backward each half cycle.
In the lower and higher frequencies, the cell capacitance can become involved, but this effect is to be
avoided.

7.3 Tables of Sensors from the Literature

The longest and most consistently complete references to the chemical sensor field is the review issue
of Analytical Chemistry Journal. In the 1970s and 1980s these appeared in the April issue, but more
recently they appear in the June issue. The editors are Jiri Janata and various colleagues [7-10]. Note all
possible or imaginable sensors have been made according to the list in Table 7.2. A more realistic table
can be constructed from the existing literature that describes actual devices. This list is Table 7.3. Book
references are listed in Table 7.4 in reverse time order to about 1986. This list covers most of the major
source books and many of the symposium proceedings volumes. The reviews [7-10] are a principal
source of references to the published research literature.

TABLE 7.3 Chemical Sensors and Properties Documented in the Literature

I. General topics including items II-V; selectivity, fabrication, data processing
II. Thermal sensors
III. Mass sensors
Gas sensors
Liquid sensors
IV. Electrochemical sensors
Potentiometric sensors
Reference electrodes
Biomedical electrodes
Applications to cations, anions
Coated wire/hybrids
ISFETs and related
Biosensors
Gas sensors
Amperometric sensors
Modified electrodes
Gas sensors
Biosensors
Direct electron transfer
Mediated electron transfer
Biomedical
Conductimetric sensors
Semiconducting oxide sensors
Zinc oxide based
Chemiresistors
Dielectrometers
V. Optical sensors
Liquid sensors
Biosensors

Gas sensors
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TABLE 7.4 Books and Long Reviews Keyed to Items in Table 7.3 (Reviewed Since 1988 in Reverse Time
Sequence)

L

1L

111

IVA.

General Topics

Yamauchi S. (ed). 1992. Chemical Sensor Technology, Vol 4, Tokyo, Kodansha Ltd.

Flores J.R. and Lorenzo E. 1992. Amperometric biosensors, In M.R. Smyth, J.G. Vos (eds), Comprehensive Analytical
Chemistry, Amsterdam, Elsevier

Vaihinger S. and Goepel W. 1991. Multicomponent analysis in chemical sensing. In W. Goepel, J. Hesse, J. Zemel
(eds), Sensors, Vol. 2, Part 1, pp. 191-237, Weinheim, Germany, VCH Publishers

Wise D.L. (ed). 1991. Bioinstrumentation and Biosensors, New York, Marcel Dekker; Scheller E, Schubert E. 1989.
Biosensors, Basel, Switzerland, Birkhauser Verlag, see also [2].

Madou M. and Morrison S.R. 1989. Chemical Sensing with Solid State Devices, New York, Academic Press.

Janata J. 1989. Principles of Chemical Sensors, New York, Plenum Press.

Edmonds T.E. (ed). 1988. Chemical Sensors, Glasgow, Blackie.

Yoda K. 1988. Immobilized enzyme cells. Methods Enzymology, 137:61.

Turner A.P.E, Karube I., Wilson G.S. (eds). 1987. Biosensors: Fundamentals and Applications, Oxford, Oxford
University Press.

Seiyama T. (ed). 1986. Chemical Sensor Technology, Tokyo, Kodansha Ltd.

Thermal Sensors

There are extensive research and application papers and these are mentioned in books listed under I. However, the
up-to-date lists of papers are given in References 7-10.

Mass Sensors

There are extensive research and application papers and these are mentioned in books listed under I. However, the
up-to-date lists of papers are given in References 7-10. Fundamentals of this rapidly expanding field are recently
reviewed:

Buttry D.A. and Ward M.D. 1992. Measurement of interfacial processes at electrode surfaces with the electrochemical
quartz crystal microbalance, Chemical Reviews 92:1355.

Grate J.W,, Martin S.J., and White R.M. 1993. Acoustic wave microsensors, Part 1, Analyt Chem 65:940A; part 2,
Analyt. Chem. 65:987A.

Ricco A.T. 1994. SAW Chemical sensors, The Electrochemical Society Interface Winter: 38-44.

Electrochemical Sensors—Liquid Samples

Scheller E, Schmid R.D. (eds). 1992. Biosensors: Fundamentals, Technologies and Applications, GBF Monograph
Series, New York, VCH Publishers.

Erbach R., Vogel A., and Hoffmann B. 1992. Ton-sensitive field-effect structures with Langmuir-Blodgett membranes.
In E Scheller, R.D. Schmid (eds). Biosensors: Fundamentals, Technologies, and Applications, GBF Monograph 17, pp.
353-357, New York, VCH Publishers.

Ho May Y.K. and Rechnitz G.A. 1992. An introduction to biosensors, In R.M. Nakamura, Y. Kasahara, G.A. Rechnitz
(eds), Immunochemical Assays and Biosensors Technology, pp. 275-291, Washington, DC, American Society
Microbiology.

Mattiasson B. and Haakanson H. Immunochemically-based assays for process control, 1992. Advances in Biochemical
Engineering and Biotechnology 46:81.

Maas A.H. and Sprokholt R. 1990. Proposed IFCC Recommendations for electrolyte measurements with ISEs in
clinical chemistry, In A. Ivaska, A. Lewenstam, R. Sara (eds), Contemporary Electroanalytical Chemistry, Proceedings
of the ElectroFinnAnalysis International Conference on Electroanalytical Chemistry, pp. 311-315, New York, Plenum.

Vanrolleghem P, Dries D., and Verstreate W. RODTOX: Biosensor for rapid determination of the biochemical oxygen
demand, 1990. In C. Christiansen, L. Munck, J. Villadsen (eds), Proceedings of the 5th European Congress
Biotechnology, Vol 1, pp. 161-164, Copenhagen, Denmark, Munksgaard.

Cronenberg C., Van den Heuvel H., Van den Hauw M., and Van Groen B. Development of glucose microelectrodes
for measurements in biofilms, 1990. In C. Christiansen, L. Munck, J. Villadsen (eds), Proceedings of the 5th European
Congress Biotechnology, Vol. 1, pp. 548-551, Copenhagen, Denmark, Munksgaard.

Wise D.L. (ed). 1989. Bioinstrumentation Research, Development and Applications, Boston, MA,
Butterworth-Heinemann.

Pungor E. (ed). 1989. Ion-Selective Electrodes—Proceedings of the 5th Symposium [Matrafured, Hungary 1988],
Oxford, Pergamon.

continued
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TABLE 7.4 (continued) Books and Long Reviews Keyed to Items in Table 7.3 (Reviewed Since 1988 in Reverse
Time Sequence)

Wang J. (ed). 1988. Electrochemical Techniques in Clinical Chemistry and Laboratory Medicine, New York, VCH
Publishers.

Evans A. 1987. Potentiometry and Ion-Selective Electrodes, New York, Wiley.

Ngo T.T. (ed). 1987. Electrochemical Sensors in Immunological Analysis, New York, Plenum.

IVB. Electrochemical Sensors—Gas Samples

Sberveglieri G. (ed). 1992. Gas Sensors, Dordrecht, The Netherlands, Kluwer.

Moseley P.T., Norris J.O.W., and Williams D.E. 1991. Technology and Mechanisms of Gas Sensors, Bristol, UK, Hilger.

Moseley P.T., Tofield B.D. (eds). 1989. Solid State Gas Sensors, Philadelphia, Taylor & Francis, Publishers.

V. Optical Sensors

Coulet P.R. and Blum L.J. Luminescence in biosensor design, 1991. In D.L. Wise, L.B. Wingard, Jr (eds). Biosensors
with Fiberoptics, pp. 293-324, Clifton, NJ, Humana.

Wolfbeis OS. 1991. Spectroscopic techniques, In O.S. Wolfbeis (ed). Fiber Optic Chemical Sensors and Biosensors,
Vol. 1, pp. 25-60. Boca Raton, FL, CRC Press.

Wolfbeis O.S. 1987. Fibre-optic sensors for chemical parameters of interest in biotechnology, In R.D. Schmidt (ed).
GBF (Gesellschaft fur Biotechnologische Forschung) Monogr. Series, Vol. 10, pp. 197-206, New York, VCH
Publishers

7.4 Applications of Microelectronics in Sensor Fabrication

The reviews of sensors since 1988 cover fabrication papers and microfabrication methods and examples
[7-10]. A recent review by two of the few chemical sensor scientists (chemical engineers) who also oper-
ate a microfabrication laboratory is C. C. Liu, Z.-R. Zhang. 1992. Research and development of chemical
sensors using microfabrication techniques. Selective Electrode 14:147.
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8.1 Diagnostics Industry

Many biologically relevant molecules can be measured from the samples taken from the body, which
constitutes the foundation of the medical diagnostics industry. In 2003, the global clinical diagnostic
market was more than U.S. $2 billion. Of that, sales of the laboratory instruments constituted slightly
less than half, while the point of care systems and the diagnostic kits made up the rest. Even though this
amount accounts for only a few percent of the total spending on healthcare, it continues to grow, and
not surprisingly, a significant number of biomedical engineers are employed in the research, design, and
manufacturing of these products.

Utilization of these devices for various functions is shown in Table 8.1.

In this chapter, we will discuss some examples to illustrate the principles and the technologies used
for these measurements. They will be categorized in three groups (a) sensors for proteins and enzymes,
(b) sensors for nucleic acids, and (c) sensors for cellular processes.

8.2 Diagnostic Sensors for Measuring Proteins and Enzymes

We are all born with the genes that we will carry throughout our lives, and our genetic makeup remains
relatively constant except in parts of the immune and reproductive systems. Expression patterns of
genes on the other hand are noting but constant. These changes can be due to aging, environmental and
physiological conditions we experience, or due to diseases. Hence, many of the diseases can be detected
by sensing the presence, or measuring the level of activity of proteins and enzymes in the tissue and
blood for diagnostic purposes. In this section, we will review some of these techniques.

8-1
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TABLE 8.1 Diagnostics Industry by Discipline

Discipline Percentage
Clinical chemistry tests 42.0
Immunodiagnostics 30.6
Hematology/flow cytometry 7.7
Microbiology 6.9
Molecular diagnostics 5.8
Coagulation 34
Other 35

Source: Simonsen M., BBI Newsletter, 27, 221-228, 2004.

8.2.1 Spectrophotometry

Spectrophotometry utilizes the principle of atomic absorption to determine the concentration of a sub-
stance in a volume of solution. Transmission of light through a clear fluid containing an analyte has a
reciprocal relationship to the concentration of the analyte, as shown in Figure 8.1b [2]. Percent transmis-
sion can be calculated as

I
%T = I—Tloo
(0]

where, I and I, are intensities of transmitted and incident light respectively.

Sample cuvette
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FIGURE 8.1 Principle of spectrophotometry: monochromated light is split into two beams and passed through
a sample cuvette as well as a reference solution. Intensities of the transmitted light beams are compared to deter-
mine the concentration of the analyte in the sample. Lower two graphs show the percent transmission of light and
absorption as a function of the concentration of the analyte of interest in a given solution.
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Absorption (A) can be defined as A = —log(%T), which yields a linear relationship between absorption
and the concentration (C) of the solute, as shown in Figure 8.1c.

A schematic diagram of a spectrophotometer is shown in Figure 8.1a. Light from an optical source
is first passed through a monochromator, such as a prism or a diffraction grating. Then, a beam splitter
produces two light beams where one passes through a cuvette containing the patient sample, and the
other through a cuvette containing a reference solution. Intensities of the transmitted light beams are
detected and compared to each other to determine the concentration of the analyte in the sample [3].

The exponential form of the Beer-Lambert law can be used to calculate the absorption of light pass-
ing through a solution.

where I is the transmitted light intensity, I, is the incident light intensity, and A is the absorption occur-
ring in the light amplitude as it travels through the media.
Absorption in a cuvette can be calculated as follows:

A=abC

where a is the absorptivity coefficient, b is the optical path length in the solution, and Cis the concentra-
tion of the colored analyte of interest.

If Ag and Ay are the absorption in the sample and the reference cuvettes, and the Cg and Cy are
the analyte concentrations in the sample and reference cuvettes, then the concentration in the sample
cuvette can be calculated as follows:

_ A _ log(I)
Ay TG T O T A, O Togll)

Cr

where I and I are the intensity of the light transmitted through the cuvettes and detected by the
photo-sensors.

A common use of spectrophotometry in clinical medicine is for the measurement of hemoglobin.
Hemoglobin is made of heme, an iron compound, and globin, a protein. The iron gives blood its red
color and the hemoglobin tests make use of this red color. A chemical is added to a sample of blood
to make the red blood cells burst and to release the hemoglobin into the surrounding fluid, coloring it
clear red. By measuring this color change using a spectrophotometer, and using the above equations, the
concentration of hemoglobin in the blood can be determined [4,5].

For substances that are not colored, one can monitor the absorption at wavelengths that are outside
of the visible spectrum, such as infrared and ultraviolet. Additionally, fluorescence spectroscopy can
also be utilized.

8.2.2 Immunoassays

When the concentration of the analyte in the biological solution is too low for detection using spectropho-
tometry, more sensitive methods such as immunoassays are used for the measurement. Immunoassays
utilize antibodies developed against the analyte of interest. Since the antigen and the antibody have a
very specific interaction and has very high affinity toward each other, the resulting detection system also
has a very high sensitivity. A specific example, the enzyme linked immunosorbent assay (ELISA), will
be described here.
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First, antibodies against the protein to be measured are developed in a host animal. For example, pro-
tein can be the human cardiac troponin-T (h-cT), which is a marker of myocardial infarction. Purified
h-cT is injected into a rabbit to raise IgG molecules against h-cT, and these antibodies can either be
recovered from the blood or produced recombinantly in a bioprocessor. A secondary antibody is also
needed, which reacts with the first antibody and provides a colored solution. For example, this second-
ary antibody can be the goat antirabbit IgG antibody, which is tagged with a coloring compound or a
fluorescent molecule. This second antibody can be used for any ELISA test that utilizes rabbit IgGs,
regardless of the analyte, and such secondary antibodies are usually available commercially [6].

In the first step, a solution containing the protein of interest is placed on a substrate forming the sen-
sor, such as a polystyrene dish. Then, the first antibody is added to the solution and allowed to react with
the analyte. Unbound antibody is washed away and the second antibody is added. After a sufficient time
is allowed for the second antibody to react with the first one, a second wash is performed to remove the
unbound second antibody. Now the remaining solution contains the complexes formed by the protein of
interest as well as the first and the second antibodies. Therefore, the color or the fluorescence produced is
a function of the protein concentration. Figure 8.2 shows the steps used in an ELISA process. ELISAs are
used for many clinical tests such as determining pregnancy or infectious disease tests such as detecting
HIV. Its high sensitivity is due to the extremely high specificity of the antigen-antibody interaction [7,8].

8.2.3 Mass Spectrometry

Sometimes a test for more than one protein is needed and mass spectrometry is the method of choice
for that purpose. A good example for this would be the use of tandem mass spectrometry to screen
neonates for metabolic disorders such as amino acidemias (e.g., phenylketonuria—PKU), organic aci-
demias (e.g., propionic acidemia—PPA), and fatty acid oxidation disorders (e.g., Medium-chain acyl-
CoA Dehydrogenase deficiency—MCAD) [9]. Although the price of this capital equipment could be
high, costs of using it as a sensor is quite low (usually < U.S. $50.00 to screen for more than 20 meta-
bolic disorders), and many states in the United States provide the service to newborns during the first
week of life.

A mass spectrometer can be considered as a giant sensor, which measures the mass/charge (m/z) ratio
as well as the relative abundance of multiple molecules in a given sample. Mass spectrometers consist
of three main components: an ionization source, a physical separation environment, and a detector.
Ionization of the molecules in the sample can be done by the deposition of energy from a laser source
to remove an electron, a technique known as laser desorption ionization, which is depicted on the left
side of Figure 8.3. Alternatively, it is possible to ionize molecules in a fluid flow by applying an electrical
voltage to cause them to charge and subsequently spray, a technique known as electrospray ionization.

Following the ionization step, the molecules are sent into a physical separation chamber, where they
are separated based on their m/z ratio. This can be achieved by first accelerating them in an electric field

to give them a speed of
2Uz
V=
m

where U is the accelerating potential, z and m are the charge and the mass of the molecule respectively.

Since the velocity is a function of the mass, a determination of the mass of the molecules becomes
possible in the physical separation environment. One option is to measure the time of flight in a flight
tube, as shown in the middle section of Figure 8.3. This technique is known as the time-of-flight mea-
surement, and makes use of the fact that larger molecules will fly slowly and require more time to cross
the flight tube. Molecular mass can be calculated as
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Add anti-A antibody
covalently linked to enzyme
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FIGURE 8.2 Steps of ELISA process. (1) Specimen containing the target molecule antigen A, shown as round
circles, is exposed to the primary antibody, shown as rectangular shapes. (2) Unbound antibody is washed, leaving
the plate on the right-hand side with no primary antibodies. (3) Secondary antibody depicted with oval shapes is
added to the wells. (4) Unbound secondary antibody is also washed away, leaving the primary-secondary antibody
complex along with the target molecule in the wells (step not shown). Test on the left plate would give a positive
response to this test.

2
m= Z%Uz

where T'is the flight time and L is the length of the flight tube.
Alternatively, one can apply a fixed magnetic field, perpendicular to the flight path of the ions, and
cause a deviation in the flight path of the moving ions to separate them.
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FIGURE 8.3 Mass spectrophotometry: proteins are released from the chip surface by the application of the laser
pulse. A secondary pulse is used to charge the proteins, which are later accelerated in an electric field. A time-of-
flight measurement can be used to determine the mass of the protein.

Although the mass spectrometer can separate the molecules based on their molecular weight, addi-
tional analysis is needed to separate molecules with identical or similar masses. This can be achieved by
tandem mass spectrometry, where the ions coming from the first spectrometer enter into an argon colli-
sion chamber, and the resulting molecular fragments are catalogued by a secondary mass spectrometer.
By studying the fragments, composition of the original mixture and the relative amount of the ions in
the solution can be calculated [10-12].

8.2.4 Electrophoresis

Electrophoresis can be used to obtain a rapid separation of the proteins. A typical apparatus used for
this purpose is shown in Figure 8.4. Proteins are first exposed to negatively charged sodium dodecyl
sulfate, or SDS, which binds to the hydrophobic regions of the proteins, and causes them to unfold.
The mixtures are placed into the wells on top of vertically placed gel slabs, as shown in Figure 8.4.
Application of the electric potential, usually on the order of hundreds of volts, across the gel creates a
force to move the protein molecules downward. Mobility of the proteins in the gel is given by

_Q
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u

where L is the electrophoretic mobility (cm/s), Q, the ionic charge (due to SDS), 1, the radius of the pro-
tein, and 1 is the viscosity of the cellulose acetate or polyacrylamide gel.

Therefore, the movement of the ions within the gel is directly proportional to the applied voltage, and
inversely proportional to the size of the protein. Gel electrophoresis is run for a fixed amount of time,
allowing the small proteins to migrate further than the larger ones, resulting in their separation based
on their size. Coomassie blue or silver staining can be used to detect the bands across the gel to confirm
the presence of proteins with known molecular masses.
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FIGURE 8.4 Gel electrophoresis: proteins loaded on the slab of gel are separated based on their size as they
migrate under a constant electric field. Smaller proteins move faster and travel further than the larger ones.

Unlike mass spectroscopy, gel electrophoresis does not provide a quantitative value for the amount
of given protein. However, it provides a low cost and relatively rapid method for the analysis of multiple
proteins in a specimen, especially when implemented as a capillary electrophoresis system. Therefore,
it has been used for the separation of enzymes (e.g., creatinine phosphokinase), mucopolysaccharides,
plasma, serum, cerebrospinal fluid, urine, and other bodily fluids [13]. It is also used for quality con-
trol applications for the manufacturing of biological compounds to verify the purity or to examine the
manufacturing yield [14].

8.2.5 Chromatography

Chromatography is also a simple technique that has applications in the toxicology and serum drug level
measurements. In paper chromatography, a solution containing the analytes wicks up an absorbent
paper for a period of time, and separation is achieved by the relative position of the analytes while the
analyte and the solvent move up in the paper. A more precise technique known as column chromatog-
raphy uses affinity columns, where the sample is applied to the top of the column and the fractionated
molecules are eluted and collected at the bottom of the column (Figure 8.5). Since the smaller molecules
with lower affinity to the column material will come out sooner than the larger molecules and ones with
the higher affinity to the column, separation is achieved as a function of time. Further analysis can be
done in the fractionated samples if desired.

8.3 Sensors for Measuring Nucleic Acids

Nucleic acids present in the body exist in the form of DNA and RNA. Determination of DNA sequences
would allow the clinicians to determine the presence to congenital or genetically inherited diseases. On
the other hand, measurement of RNA levels would indicate if gene is turned on or off. Discussions in this
section focus on the basics of few of the tools used in practice beginning with some enabling technologies.

8.3.1 Enabling Technologies: DNA Extraction and Amplification

Cells in the human body contain the genetic material, DNA, which consists of a very long series of
nucleic acids. Three nucleic acids in a row in the genome is called a codon, which determines the amino



8-8 Biomedical Sensors

FIGURES8.5 Affinity chromatography: a chemical column with relatively high affinity to proteins is loaded with a
mixture of proteins, and allowed to run downward with the aid of gravity. Eluted fractions are collected in different
tubes, each of which would contain different group of proteins.

acid to be used when synthesizing a protein. This genetic code is shown in Table 8.2. Table 8.2 has 4’ = 64
entries, but since there are only 20 amino acids, many of the codons do code the same amino acid, a fact
known as the redundancy of the genetic code. Therefore, a change in the genetic sequence may or may
not cause a change in the protein synthesis. If the variation in the genetic sequence causes a change in
the amino acid sequence altering the function of the protein, then an altered phenotype may emerge.
Although the results of some of these changes are benign, such as different hair and eye colors, others
are not, such as increased susceptibility to various diseases. This genetic information can be read from
the genes of interest. However, before that can be done, the DNA must be extracted and amplified.

TABLE 8.2 Genetic Code

2nd Base in Codon

1st Base in Codon U C A G 3rd Base in Codon
Phe Ser Tyr Cys U
Phe Ser Tyr Cys C
Leu Ser STOP STOP A
Leu Ser STOP Trp G
C Leu Pro His Arg U
Leu Pro His Arg C
Leu Pro Gln Arg A
Leu Pro Gln Arg G
A Ile Thr Asn Ser U
Ile Thr Asn Ser C
Ile Thr Lys Arg A
Met Thr Lys Arg G
G Val Ala Asp Gly U
Val Ala Asp Gly C
Val Ala Glu Gly A
Val Ala Glu Gly G

Note: Amino acids coded by three nucleic acid bases are shown as the entries of the table.
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FIGURE 8.6 Polymerase chain reaction: double-stranded DNA is first heated to denature the bonds between the
two strands. In the second step, primers are allowed to attach to their complementary strands. In the third step,
double stranded DNA is formed by the enzyme DNA polymerase. Process is repeated many times, doubling the
amount of DNA at each step.

Extraction of DNA from biological samples can be accomplished by precipitation or affinity methods
[15]. Amplification of the amount of DNA is also needed before any sequence detection can be done.
This can be done by a method known as polymerase chain reaction or PCR in short. This process is
depicted in Figure 8.6. Briefly, original double stranded DNA molecules, shown as black rectangles, are
heated to more than 90°C for separation. Afterward, DNA primers, shown as squares, as well as nucleic
acids are added to the solution to initiate the DNA synthesis, forming two pairs of double stranded DNA
at the end of the first cycle. The process is repeated for more than 30 times, doubling the amount of DNA
at each step [16]. RNA can also be amplified using a similar process known as reverse transcription-
polymerase chain reaction (RT-PCR) [17].

8.3.2 DNA/RNA Probes

Gene chip arrays are being utilized as sensors to measure the level of gene expression to discover the
genetic causes or to validate the presence of various disorders such as cancer. The most common form of
these sensors is the RNA chips that consist of an array of probes. Each spot on the array contains mul-
tiple copies of a single genetic sequence immobilized to the sensor surface. These probe sequences are
complementary to the RNA sequences being studied. Amplified RNA from the patient is labeled with
a fluorescent dye, for example one that fluoresces red in this case. A second set of RNA, the reference
RNA, with known concentration is labeled with another fluorescent dye, for example, green in this case.
The RNA solutions are mixed and exposed to the sensor. Since sections of RNA from the patient and the
reference are complementary to individual probe sequence, there would be a competitive binding dur-
ing the exposure period (Figure 8.7). Following the incubation period, unbound RNA is removed, and
the sensor array is exposed to a light source for the measurement of the fluorescence from each spot on
the array. If a spot fluoresces red, the indication would be that the most of the RNA bound to this spot
came from the patient, meaning that the patient is expressing this gene at high levels. On the other hand,
a green fluorescence would indicate that the binding is from the reference RNA, and the patient is not
expressing high levels of the gene. A yellow color would indicate a moderate gene expression, since some
of each type of RNA molecule must bind to the probe to produce the mixed response. The advantage of
these sensors is the same as any other sensor array, which is the ability to probe a large number of genes
simultaneously [18].
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FIGURE 8.7 Gene array: reference RNA labeled with green fluorescence molecules compete with the RNA from
the patient labeled with red fluorescent molecules to bind to the immobilized probes on the gene array.

8.3.3 SNP Detection

Single nucleotide polymorphism, or SNP, occurs when only one nucleotide in the genetic sequence is
altered. It could be a mutation, and it could be inherited from a parent. Reading a single nucleotide
from the genome that had been substituted for another one might stop the reading process of that gene
or cause a different protein to be synthesized. Thus detecting a SNP could be important in diagnosing
genetically related diseases or a patient’s tendency toward being more susceptible to this type of disease.

There are many methods developed for the detection of a SNP, and one of them will be described later,
which is illustrated in Figure 8.8. In the first step, a primer consisting of 20-50 nucleic acids having a
sequence complementary to the gene sequence adjacent to the SNP is synthesized and allowed to anneal

Step 1: Hybridize Step 2: Extend Step 3: Detect

FIGURE 8.8 SNP detection by primer extension method: first the amplified DNA is hybridized to the primers
that are specific to the genetic region of interest. Second, a labeled terminating base at the target SNP site extends
the primer. Finally, the extended primer is read by fluorescence.
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to a single strand of the DNA from the patient. In the second step, terminal nucleic acids (A, T, C, and
G) with different fluorescent tags are added allowing the double stand to grow by only one base pair. As
the third step, the solution is exposed to a laser light for detecting the fluorescence to read the nucleic
acid at the SNP location. Since the patient sample will contain two copies for each gene, one from each
parent, the sensor might detect one or two nucleic acids for each SNP site [19].

Detection of SNPs can be used as a clinical test to diagnose various diseases. Some examples of these
are SNPs for BRAC-1 gene to detect patients with high susceptibility to a type of breast cancer, and long-
quantitative trait (QT) genes, which make patients prone to fatal cardiac arrhythmias [20,21].

8.4 Sensors for Cellular Processes

Flow cytometry is used to separate populations of cells in a mixture from one another by means of
fluorescently labeled antibodies and DNA-specific dyes. Antibodies used are usually against the mol-
ecules expressed on the cell surface, such as cell-surface receptors. The labeled cells are diluted in a
solution and passed through a nozzle in a single-cell stream while being illuminated by a laser beam.
Fluorescence is detected by photomultiplier tubes (PMTs) with optical filters to determine the emission
wavelength, which in turn helps to identify the surface receptors (Figure 8.9). Fluorescence data are used
to measure the relative proportions of various cell types in the mixture, and to derive the diagnostic
information [22].

Flow cytometry is commonly used in the clinical diagnostics, for immunophenotyping leukemia,
counting stem cells for optimizing autologous transplants for the treatment of leukemia, counting CD4+/
CD8+ lymphocytes in HIV-infected patients to determine the progression of the disease, and the analy-
sis of stained DNA from solid tumors [23].

Mixture of cells is labeled with fluorescent antibody
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FIGURE 8.9 Flow cytometry: fluorescently labeled cells are passed in front of light detectors (labeled as PMTs in
the figure) to detect their labeling color, which indicates the phenotype of the cell.
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8.5 Personalized Medicine

Today the personalization of the treatment for the needs of individual patients is done by healthcare
providers. In some cases, clinicians can neither predict reliably the best treatment pathway for a
patient, nor anticipate the optimal drug regimen. However, it would be possible to improve the treat-
ment and tailor the therapy to the specific needs of the patients if their genetic information is known.
For example, some drugs are known to cause cardiac arrhythmias in patients with certain genotypes
and should be avoided. It might be possible that in the future, patients coming to hospitals might be
asked to bring their genome cards along with their insurance cards. Knowledge of the genome of indi-
vidual patients would not only predict their medical vulnerabilities, but also help with the selection of
their treatment [24].

Some of these studies have already begun. For example, in the United States, the Food and Drug
Administration is already encouraging the pharmaceutical industry to submit the results of genomic
tests when seeking approval for new drugs [25]. This new field of research is now being recognized as
pharmacogenetics.

Another early application of personalized medicine is the use of microphysiometry, a device that
measures the extracellular acidification rate of cells, to establish their sensitivity to chemotherapy [26].
This sensor measures the chemosensitivity by comparing the acidification rate of cells treated with cyto-
static agents, such as anticancer drugs, to that of nontreated cells, before a drug is prescribed to the
patient.

8.6 Final Comments

As the aging of the population in the Western world, and the increase in the population of the World
in general continues, the need for diagnostic procedures will also increase. Due to the need for cost
containment, the emphasis will continue to shift from therapeutics to early diagnosis for prevention.
Both of these factors will increase the need for diagnostic procedures and additional diagnostic tech-
nologies. While the basic methodology for the traditional diagnostics is becoming well established, the
techniques needed for personalized medicine are still being developed, and the biomedical engineers
will be able to participate in both the research and implementation aspects of these very important
areas.
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Preface

This section of the Biomedical Engineering Handbook covers the broad topic of medical instruments and
devices. Given the breadth of this topic, it is an impossible task to include all aspects within the confines
of this medium. This section has been created to provide information on a range of instruments and
devices that span not only a range of physiological systems, but also span the physiological scale: from
molecule to cell to organ to organ system. Each chapter provides the reader a solid foundation on the
topic and offers resources for deeper investigation. I would like to acknowledge the work of the previous
editor, Dr. Wolf W. von Maltzahn of Rensselaer Polytechnic Institute whose editorial prowess is still
clearly visible in the design of this section.

Sadly, during the writing of this edition, Dr. Leslie A. Geddes passed away at the age of 88. With
BS and MS in electrical engineering from McGill University and a PhD in physiology from Baylor
University College of Medicine, Dr. Geddes was a pioneer in biomedical engineering and spent his life
teaching and conducting biomedical engineering research. At the time of his death, he was the Showalter
Distinguished Professor Emeritus of Bioengineering and the former director of the Hillenbrand
Biomedical Engineering Center at Purdue University. Internationally renowned, he was the recipient
of numerous awards and prizes, as well as the inventor for many patents. I send my condolences to Dr.
Geddes’ family; he will be missed by the entire biomedical engineering community. I am pleased to offer
you his two foundational chapters in this section on cardiac output and respiration.
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9.1 Introduction

Biosignals are recorded as potentials, voltages, and electrical field strengths generated by nerves and
muscles. The measurements involve voltages at very low levels, typically ranging between 1 uV and
100 mV, with high source impedances and superimposed high-level interference signals and noise. The
signals need to be amplified to make them compatible with devices such as displays, recorders, or ana-
log/digital (A/D) converters for computerized equipments. Amplifiers suitable to measure these signals
have to satisfy very specific requirements. They have to provide amplification selective to the physiologi-
cal signal, reject superimposed noise and interference signals, and guarantee protection from damages
through voltage and current surges for both patient and electronic equipment. Amplifiers featuring
these specifications are known as biopotential amplifiers. The basic requirements and features as well as
some specialized systems will be presented.

9.2 Basic Amplifier Requirements

The basic requirements that a biopotential amplifier has to satisfy are

o The physiological process to be monitored should not be influenced in any way by the amplifier

» The measured signal should not be distorted

o The amplifier should provide the best possible separation of signal and interferences

 The amplifier has to offer protection of the patient from any hazard of electrical shock

o The amplifier itself has to be protected against damages that might result from high input voltages
as they occur during the application of defibrillators or electrosurgical instrumentation

A typical configuration for the measurement of biopotentials is shown in Figure 9.1. Three electrodes,
two of them detecting the biological signal and the third providing the reference potential, connect the

9-1
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FIGURE 9.1 Typical configuration for the measurement of biopotentials. The biological signal V,,, appears
between the two measuring electrodes at the right and left arm of the patient, and is fed to the inverting and the
noninverting inputs of the differential amplifier. The right leg electrode provides the reference potential for the
amplifier with a common mode voltage V, as indicated.

subject to the amplifier. The input signal to the amplifier consists of five components: the desired bio-
potential, undesired biopotentials, a power line interference signal of 60 Hz (50 Hz in some countries)
and its harmonics, interference signals generated by the tissue/electrode interface, and noise. Accurate
design of the amplifier provides rejection of a large portion of the signal interferences. The main task of
the differential amplifier as shown in Figure 9.1 is to reject the line frequency interference that is electro-
statically or magnetically coupled to the subject. The desired biopotential appears as a voltage between
the two input terminals of the differential amplifier and is referred to as the differential signal. The line
frequency interference signal shows only very small differences in amplitude and phase between the two
measuring electrodes, causing approximately the same potential at both inputs, and thus appears only
between the inputs and ground and is called the common mode signal. Strong rejection of the common
mode signal is one of the most important characteristics of a good biopotential amplifier.

The common mode rejection ratio or CMRR of an amplifier is defined as the ratio of the differential
mode gain over the common mode gain. As seen in Figure 9.1, the rejection of the common mode signal
in a biopotential amplifier is both a function of the amplifier CMRR and the source impedances Z, and
Z,. For the ideal biopotential amplifier with Z, = Z, and infinite CMRR of the differential amplifier, the
output voltage is the pure biological signal amplified by G, the differential mode gain: V,,, = G, - V...
With finite CMRR, the common mode signal is not completely rejected, adding the interference term
Gy, - V/CMRR to the output signal. Even in the case of an ideal differential amplifier with infinite
CMRR, the common mode signal will not completely disappear unless the source impedances are equal.
The common mode signal V, causes currents to flow through Z, and Z,. The related voltage drops show
a difference if the source impedances are unequal, thus generating a differential signal at the amplifier
input, which, of course, is not rejected by the differential amplifier. With amplifier gain G, and input
impedance Z,,, the output voltage of the amplifier is

_ GDVC _ Zin
Vour =G Vi + ey o GDVC(I S ZZ) ©.1)

The output of a real biopotential amplifier will always consist of the desired output component owing
to a differential biosignal, an undesired component because of incomplete rejection of common mode
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interference signals as a function of CMRR and an undesired component because of source impedance
unbalance allowing a small proportion of a common mode signal to appear as a differential signal to the
amplifier. Because source impedance unbalances of 5000-10,000 €2, mainly caused by electrodes, are
not uncommon and sufficient rejection of line frequency interferences requires a minimum CMRR of
100 dB, the input impedance of the amplifier should be at least 10° Q at 60 Hz to prevent source imped-
ance unbalances from deteriorating the overall CMRR of the amplifier. State-of-the-art biopotential
amplifiers provide a CMRR of 120-140 dB.

To provide optimum signal quality and adequate voltage level for further signal processing, the
amplifier has to provide a gain of 100-50,000 and needs to maintain the best possible signal-to-noise
ratio. The presence of high-level interference signals not only deteriorates the quality of the physiologi-
cal signals, but also restricts the design of the biopotential amplifier. Electrode half-cell potentials, for
example, limit the gain factor of the first amplifier stage because their amplitude can be several orders
of magnitude larger than the amplitude of the physiological signal. To prevent the amplifier to go into
saturation, this component has to be eliminated before the required gain can be provided for the physi-
ological signal.

A typical design of the various stages of a biopotential amplifier is shown in Figure 9.2. The electrodes
that provide the transition between the ionic flow of currents in biological tissue and the electronic flow
of current in the amplifier represent a complex electrochemical system that is described elsewhere in
this handbook. The electrodes determine to a large extent the composition of the measured signal. The
preamplifier represents the most critical part of the amplifier itself as it sets the stage for the quality of
the biosignal. With appropriate design, the preamplifier can eliminate, or at least minimize most of the
signals interfering with the measurement of biopotentials.

In addition to electrode potentials and electromagnetic interferences, noise—generated by the ampli-
fier and the connection between biological source and amplifier—has to be taken into account when
designing the preamplifier. The total source resistance R,, including the resistance of the biological
source and all transition resistances between signal source and amplifier input, causes thermal voltage
noise with a root mean square (rms) value of

E,. = J4kTRB- (V) 9.2)

where k = Boltzmann constant, T = absolute temperature, R, = resistance in ohms, and B = bandwidth
in Hertz.

Patient skin, Pre-amplifier High-pass filter Isolation amplifier Low-pass filter
biological cells gain 10-50 gain 10-1000
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S > >
— out
hof fuo S

I
[;

FIGURE9.2 Schematic design of the main stages of a biopotential amplifier. Three electrodes connect the patient
to a preamplifier stage. After removing DC and low-frequency interferences, the signal is connected to an output
low-pass filter through an isolation stage that provides electrical safety to the patient, prevents ground loops, and
reduces the influence of interference signals.
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Additionally, there is the inherent amplifier noise. It consists of two frequency-dependent compo-
nents, the internal voltage noise source e, and the voltage drop across the source resistance R, caused
by an internal current noise generator i,. The total input noise for the amplifier with a bandwidth of
B =, - f, is calculated as the sum of its three independent components:

fa f
El, = f exdf + R? f i2df + 4kTR,B (9.3)
h h

High signal-to-noise ratios thus require the use of very low noise amplifiers and the limitation
of bandwidth. The current technology offers differential amplifiers with voltage noise of less than
10 nV/VHz and current noise less than 1 pA/NHz. Both parameters are frequency dependent and
decrease approximately with the square root of frequency. The exact relationship depends on the tech-
nology of the amplifier input stage. Field effect transistor (FET) preamplifiers exhibit about 5 times
the voltage noise density compared to bipolar transistors but a current noise density that is about 100
times smaller.

The purpose of the high- and low-pass filters, shown in Figure 9.2, is to eliminate interference sig-
nals such as electrode half-cell potentials and preamplifier offset potentials and to reduce the noise
amplitude by the limitation of the amplifier bandwidth. Because the biosignal should not be distorted
or attenuated, higher order sharp-cutting linear-phase filters have to be used. Active Bessel filters are
preferred filter types because of their smooth transfer function. Separation of biosignal and interference
is in most cases incomplete because of the overlap of their spectra.

The isolation stage serves the galvanic decoupling of the patient from the measuring equipment and
provides safety from electrical hazards. This stage also prevents galvanic currents from deteriorating
the signal to noise ratio, especially by preventing ground loops. Various principles can be used to real-
ize the isolation stage. Analog isolation amplifiers use either transformer, optical, or capacitive couplers
to transmit the signal through the isolation barrier. Digital isolation amplifiers use a voltage/frequency
converter to digitize the signal before it is transmitted easily by optical or inductive couplers to the
output frequency/voltage converter. The most important characteristics of an isolation amplifier are low
leakage current, isolation impedance, isolation voltage (or mode) rejection (IMR), and maximum safe
isolation voltage.

9.2.1 Interferences

The most critical point in the measurement of biopotentials is the contact between electrodes and biolog-
ical tissue. Both the electrode offset potential and the electrode/tissue impedance are subject to changes
because of relative movements of electrode and tissue. Thus, two interference signals are generated as
motion artifacts: the changes of the electrode potential and motion-induced changes of the voltage drop
caused by the input current of the preamplifier. These motion artifacts can be minimized by providing
high input impedances for the preamplifier, usage of nonpolarized electrodes with low half-cell poten-
tials such as Ag/AgCl electrodes, and by reducing the source impedance by use of electrode gel. Motion
artifacts, interferences from external electromagnetic fields, and noise can also be generated in the wires
connecting electrodes and amplifier. Reduction of these interferences is achieved by using twisted pair
cables, shielded wires, and input guarding.

Recording of biopotentials is often done in an environment that is equipped with many electrical
systems that produce strong electrical and magnetic fields. In addition to 60 Hz (or 50 Hz) power line
frequency and some strong harmonics, high-frequency electromagnetic fields are encountered. At
power line frequency, the electric and magnetic components of the interfering fields can be considered
separately. Electrical fields are caused by all conductors that are connected to power, even with no flow
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FIGURE9.3 Amplitudes and spectral ranges of some important biosignals. The various biopotentials completely
cover the area from 107 to almost 1 V and from DC to 10 kHz.

of current. A current is capacitively coupled into the body where it flows to the ground electrode. If an
isolation amplifier is used without patient ground, the current is capacitively coupled to the ground. In
this case, the body potential floats with a voltage of up to 100 V toward the ground. Minimizing inter-
ferences requires increasing the distance between power lines and the body, use of isolation amplifiers,
separate grounding of the body at a location as far away from the measuring electrodes as possible, and
use of shielded electrode cables.

The magnetic field components produce eddy currents in the body. Amplifier, electrode cable, and the
body form an induction loop that is subject to the generation of an interference signal. Minimizing this
interference signal requires increasing the distance between interference source and patient, twisting
the connecting cables, shielding of the magnetic fields, and relocating the patient to a place and orienta-
tion that offers minimum interference signals. In many cases, an additional narrow-band-rejection filter
(notch filter) is implemented as an additional stage in the biopotential amplifier to provide sufficient
suppression of line frequency interferences.

To achieve optimum signal quality, the biopotential amplifier has to be adapted to the specific applica-
tion. On the basis of signal parameters, both appropriate bandwidth and gain factor are chosen. Figure
9.3 shows an overview of the most commonly measured biopotentials and specifies the normal ranges
for amplitude and bandwidth.

A final requirement for biopotential amplifiers is the need for calibration. Because the amplitude of
the biopotential often has to be determined very accurately, there must be provisions to easily determine
the gain or the amplitude range referenced to the input of the amplifier. For this purpose, the gain of the
amplifier must be well calibrated. To prevent difficulties with calibrations, some amplifiers that need
to have adjustable gain use various fixed gain settings rather than providing a continuous gain control.
Some amplifiers have a standard signal source of known amplitude built in that can be momentarily con-
nected to the input by the push of a button to check the calibration at the output of the biopotential ampli-
fier. Table 9.1 gives an example for the specifications of a typical electrocardiogram (ECG) amplifier.
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TABLE 9.1 Typical Specifications for an ECG Amplifier

Gain 500, 1000, 2000, and 5000

Frequency response Maximum bandwidth (0.05 Hz-10 kHz)
Low-pass filter 20 Hz, 35 Hz, 50 Hz, 150 Hz, 1 kHz, and 10 kHz
High-pass filter 0.05 Hz, 0.1 Hz, 0.5 Hz, 1.0 Hz, and 10 Hz

Filter type Slope Butterworth, flattest response, and —12 dB/octave
Notch interference filter 50 dB rejection at 50 or 60 Hz

Noise voltage (0.05-35 Hz) 0.1 WV (rms)

Z, 2 MQ (differential), 1000 MQ (common mode)
CMRR 110 dB min (50/60 Hz)

Common mode input voltage range +10V

Output range +10 V (analog)

Input voltage range

Gain V., (mV)

500: +20

1000: +10

2000: +5

5000: +2

AC calibrator 1 mV P-P square wave, 10 Hz

Subject isolation >4 kV

9.2.2 Special Circuits

9.2.2.1 Instrumentation Amplifier

An important stage of all biopotential amplifiers is the input preamplifier that substantially contributes
to the overall quality of the system. The main tasks of the preamplifier are to sense the voltage between
two measuring electrodes while rejecting the common mode signal and minimizing the effect of elec-
trode polarization overpotentials. Crucial to the performance of the preamplifier is the input imped-
ance that should be as high as possible. Such a differential amplifier cannot be realized using a standard
single operational amplifier (op-amp) design because this does not provide the necessary high input
impedance. The general solution to the problem involves voltage followers or noninverting amplifiers,
to attain high input impedances. A possible realization is shown in Figure 9.4a. The main disadvantage

(@ (b) (c)
Gye=1 Gye=1 Gyg=1+2Ry/R, Gye=1 G = 2(1+ Ry/Ry)
Gyp=1 G,,, = 1/CMRR G, =1 G,,, = 1/CMRR +) G,,, = 1/CMRR

NI R

(+)

FIGURE9.4 Circuit drawings for three different realizations of instrumentation amplifiers for biomedical appli-
cations. (a) Voltage follower input stage, (b) improved, amplifying input stage, and (c) 2-op-amp version.
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of this circuit is that it requires high CMRR both in the followers and in the final op-amp. With the
input buffers working at unity gain, all the common mode rejection must be accomplished in the output
amplifier, requiring very precise resistor matching. Additionally, the noise of the final op-amp is added
at a low signal level, decreasing the signal-to-noise ratio unnecessarily. The circuit in Figure 9.4b elimi-
nates this disadvantage. It represents the standard instrumentation amplifier configuration. The two
input op-amps provide high differential gain and unity common mode gain without the requirement of
close resistor matching. The differential output from the first stage represents a signal with substantial
relative reduction of the common mode signal and is used to drive a standard differential amplifier that
further reduces the common mode signal. CMRR of the output op-amp as well as resistor matching in its
circuit are less critical than in the follower-type instrumentation amplifier. Offset trimming for the whole
circuit can be done at one of the input op-amps. Complete instrumentation amplifier integrated circuits
based on this standard instrumentation amplifier configuration are available from several manufacturers.
All components except R, which determines the gain of the amplifier, and the potentiometer for offset
trimming are contained on the integrated circuit chip. Figure 9.4c shows another configuration that
offers high input impedance with only two op-amps. For good CMRR, however, it requires precise resis-
tor matching.

In applications where direct current (DC) and very-low-frequency biopotentials are not to be mea-
sured, it would be desirable to block those signal components at the preamplifier inputs by simply
adding a capacitor working as a passive high-pass filter. This would eliminate the electrode offset
potentials and permit a higher gain factor for the preamplifier and thus a higher CMRR. A capacitor
between electrodes and amplifier input would, however, result in charging effects from the input bias
current. Owing to the difficulty of precisely matching capacitors for the two input leads, they would
also contribute to an increased source impedance unbalance and thus reduce CMRR. Avoiding the
problem of charging effects by adding a resistor between the preamplifier inputs and ground, as shown
in Figure 9.5a, also results in a decrease of CMRR because of the diminished and mismatched input
impedance. A 1% mismatch for two 1 MQ resistors can already create a -60 dB loss in CMRR. The
loss in CMRR is much greater if the capacitors are mismatched, which cannot be prevented in real
systems. Nevertheless, such realizations are used where the specific situation permits. In some applica-
tions, a further reduction of the amplifier to a two-electrode amplifier configuration would be conve-
nient, even at the expense of some loss in the CMRR. Figure 9.6 shows a preamplifier design working
with two electrodes and providing alternating current (AC) coupling as proposed by Pallas-Areny and
Webster (1990).

(=) + R R
1 — —
_ R,

FIGURE 9.5 AC-coupled instrumentation amplifier designs. The classical design using an RC high-pass filter at
the inputs (a) and a high CMRR “quasi-high-pass” amplifier as proposed by C.C. Lu (b).
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FIGURE9.6 Composite instrumentation amplifier based on an AC-coupled first stage. The second stage is based
on a one op-amp differential amplifier that can be replaced by an instrumentation amplifier.

A third alternative of eliminating DC and low frequencies in the first amplifier stage, a directly cou-
pled quasi-high-pass amplifier design can be used that maintains the high CMRR of DC-coupled high
input impedance instrumentation amplifiers (Song et al. 1998). In this design, the gain determining
resistor R, (Figure 9.5a) is replaced by a first-order high-pass filter consisting of R, and a series capacitor
C; The signal gain of the amplifier is

2R,

G=l+ R, + (I/joC)

(9.4)

Thus, DC gain is 1, whereas the high-frequency gain remains at G =1 + 2R,/R,. A realization using
an off-the-shelf instrumentation amplifier (Burr-Brown INA 118) operates at low power (0.35 mA) with
low offset voltage (11 UV typical) and low input bias current (1 nA typical), and offers a high CMRR of
118 dB at a gain of G =50. The very high input impedance (10 G€) of the instrumentation amplifier
renders it insensitive to fluctuations of the electrode impedance. Therefore, it is suitable for bioelectric
measurements using pasteless electrodes applied to unprepared, that is, high impedance skin.

The preamplifier, often implemented as a separate device that is placed adjacent to the electrodes or
even directly attached to the electrodes, also acts as an impedance converter that allows the transmis-
sion of even weak signals to the remote monitoring unit. Owing to the low output impedance of the
preamplifier, the input impedance of the following amplifier stage can be low, and still the influence of
interference signals coupled into the transmission lines is reduced.

9.3 Isolation Amplifier and Patient Safety

Isolation amplifiers can be used to break ground loops, eliminate source ground connections, and pro-
vide isolation protection to the patient and electronic equipment. In a biopotential amplifier, the main
purpose of the isolation amplifier is the protection of the patient by eliminating the hazard of electric
shock resulting from the interaction among patient, amplifier, and other electric devices in the patient’s
environment, specifically defibrillators and electrosurgical equipment. It also adds to the prevention of
line frequency interferences.
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Isolation amplifiers are realized in three different technologies: transformer isolation, capacitor iso-
lation, and optoisolation. An isolation barrier provides a complete galvanic separation of the input
side, that is, patient and preamplifier, from all equipment on the output side. Ideally, there will be
no flow of electric current across the barrier. The isolation mode voltage is the voltage that appears
across the isolation barrier, that is, between the input common and the output common (Figure 9.7).
The amplifier has to withstand the largest expected isolation voltages without damage. Two isolation
voltages are specified for commercial isolation amplifiers: the continuous rating and the test voltage.
To eliminate the need for longtime testing, the device is tested at about 2 times the rated continuous
voltage. Thus, for a continuous rating of 2000 V, the device has to be tested at 4000-5000 V for a rea-
sonable period of time.

Because there is always some leakage across the isolation barrier, the isolation mode rejection ratio
(IMRR) is not infinite. For a circuit as shown in Figure 9.7, the output voltage is

V. G Veu }Jr Viso 9.5)

ot = Rey + Rgy + Rpy [VD * CMRR | ¥ IMRR

where G is the amplifier gain, V), V,,, and Vg, are differential, common mode, and isolation voltages,
respectively, and CMRR is the common mode rejection ratio for the amplifier (Burr-Brown, 1994).

Typical values of IMRR for a gain of 10 are 140 dB at DC, and 120 dB at 60 Hz with a source unbal-
ance of 5000 €. The isolation impedance is approximately 1.8 pF || 102 Q.

Transformer-coupled isolation amplifiers perform on the basis of inductive transmission of a car-
rier signal that is amplitude modulated by the biosignal. A synchronous demodulator on the output
port reconstructs the signal before it is fed through a Bessel response low-pass filter to an output buffer.
A power transformer, generally driven by a 400-900 kHz square wave, supplies isolated power to the
amplifier.

Optically coupled isolation amplifiers can principally be realized using only a single light-emitting
diode (LED) and photodiode combination. Although useful for a wide range of digital applications,
this design has fundamental limitations as to its linearity and stability as a function of time and tem-
perature. A matched photodiode design, as used in the Burr-Brown 3650/3652 isolation amplifier,
overcomes these difficulties (Burr-Brown, 1994). Operation of the amplifier requires an isolated power
supply to drive the input stages. Transformer-coupled low-leakage current-isolated DC/DC converters
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FIGURE9.7 Equivalent circuit of an isolation amplifier. The differential amplifier on the left transmits the signal
through the isolation barrier by a transformer, capacitor, or an optocoupler.
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are commonly used for this purpose. In some particular applications, especially in cases where the
signal is transmitted over a longer distance by fiber optics, for example, ECG amplifiers used for gated
magnetic resonance imaging, batteries are used to power the amplifier. Fiber optic coupling in isolation
amplifiers is another option that offers the advantage of higher flexibility in the placement of parts on
the amplifier board.

Biopotential amplifiers have to provide sufficient protection from electrical shock to both user and
patient. Electrical-safety codes and standards specify the minimum safety requirements for the equip-
ment, especially the maximum leakage currents for chassis and patient leads, and the power distribution
system (Webster, 1992; AAMI, 1993).

Special attention to patient safety is required in situations where biopotential amplifiers are con-
nected to personal computers (PCs) that are increasingly used to process and store physiological signals
and data. Owing to the design of the power supplies used in standard PCs permitting high leakage cur-
rents—an inadequate situation for a medical environment—there is a potential risk involved even when
the patient is isolated from the PC through an isolation amplifier stage or optical signal transmission
from the amplifier to the computer. This holds especially in those cases where because of the proxim-
ity of the PC to the patient, an operator might touch the patient and computer at the same time, or the
patient might touch the computer. It is required that a special power supply with sufficient limitation of
leakage currents is used in the computer, or that an additional, medical grade isolation transformer is
used to provide the necessary isolation between power outlet and PC.

9.4 Surge Protection

The isolation amplifiers described in the preceding section are primarily used for the protection of the
patient from electric shock. Voltage surges between electrodes as they occur during the application
of a defibrillator or electrosurgical instrumentation also present a risk to the biopotential amplifier.
Biopotential amplifiers should be protected against serious damage to the electronic circuits. This is also
part of the patient safety because defective input stages could otherwise apply dangerous current levels
to the patient. To achieve this protection, voltage-limiting devices are connected between each measur-
ing electrode and electric ground. Ideally, these devices do not represent a shunt impedance and thus
do not lower the input impedance of the preamplifier as long as the input voltage remains in a range
considered safe for the equipment. They appear as an open circuit. As soon as the voltage drop across
the device reaches a critical value V,, the impedance of the device changes sharply and current passes
through it to such an extent that the voltage cannot exceed V, because of the voltage drop across the
series resistor R as indicated in Figure 9.8.

The devices used for amplifier protection are diodes, Zener diodes, and gas-discharge tubes. Parallel
silicon diodes limit the voltage to approximately 600 mV. The transition from nonconducting to con-
ducting state is not very sharp and signal distortion begins at about 300 mV that can be within the range
of input voltages depending on the electrodes used. The breakdown voltage can be increased by connect-
ing several diodes in series. Higher breakdown voltages are achieved by Zener diodes connected back
to back. One of the diodes will be biased in the forward direction and the other in the reverse direction.
The breakdown voltage in the forward direction is approximately 600 mV but the breakdown voltage in
the reverse direction is higher, generally in the range of 3-20 V, with a sharper voltage-current charac-
teristic than the diode circuit.

A preferred voltage-limiting device for biopotential amplifiers is the gas-discharge tube. Owing to
its extremely high impedance in the nonconducting state, this device appears as an open circuit until
it reaches its breakdown voltage. At the breakdown voltage that is in the range of 50-90 V, the tube
switches to the conducting state and maintains a voltage that is usually several volts less than the break-
down voltage. Although the voltage maintained by the gas-discharge tube is still too high for some
amplifiers, it is sufficiently low to allow the input current to be easily limited to a safe value by simple
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FIGURE 9.8 Protection of the amplifier input against high-voltage transients. The connection diagram for volt-
age-limiting elements is shown in panel (a) with two optional resistors R” at the input. A typical current-voltage
characteristic is shown in panel (b). Voltage-limiting elements shown are the antiparallel connection of diodes (c),
antiparallel connection of Zener diodes (d), and gas-discharge tubes (e).

circuit elements such as resistors like the resistor R” indicated in Figure 9.8a. Preferred gas-discharge
tubes for biomedical applications are miniature neon lamps that are very inexpensive and have a sym-
metric characteristic.

9.5 Input Guarding

The common mode input impedance and thus the CMRR of an amplifier can be greatly increased by
guarding the input circuit (Strong 1970). The common mode signal can be obtained by two averaging
resistors connected between the outputs of the two input op-amps of an instrumentation amplifier as
shown in Figure 9.9. The buffered common mode signal at the output of op-amp 4 can be used as guard
voltage to reduce the effects of cable capacitance and leakage.

In many modern biopotential amplifiers, the reference electrode is not grounded. Instead, it is con-
nected to the output of an amplifier for the common mode voltage, op-amp 3 in Figure 9.10, which works
as an inverting amplifier. The inverted common mode voltage is fed back to the reference electrode. This

RS R4
— —
10 k
3 o
+ Vout
10k
R3 R4
T G = (1 + 2Ry/R))Ry/Ry

FIGURE 9.9 Instrumentation amplifier providing input guarding.
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FIGURE9.10 Driven-right-leg circuit reducing common mode interference.

negative feedback reduces the common mode voltage to alow value (Webster, 1992). Electrocardiographs
based on this principle are called driven-right-leg systems replacing the right-leg ground electrode of
ordinary electrocardiographs by an actively driven electrode.

9.6 Dynamic Range and Recovery

With an increase of either the common mode or differential input voltage, there will be a point where
the amplifier will overload and the output voltage will no longer be representative for the input volt-
age. Similarly, with a decrease of the input voltage, there will be a point where the noise components
of the output voltage cover the output signal to a degree that a measurement of the desired biopoten-
tial is no longer possible. The dynamic range of the amplifier, that is, the range between the smallest
and largest possible input signal to be measured, has to cover the whole amplitude range of the physi-
ological signal of interest. The required dynamic range of biopotential amplifiers can be quite large.
In an application such as fetal monitoring, for example, two signals are recorded simultaneously from
the electrodes that are quite different in their amplitudes: the fetal and the maternal ECG. Although
the maternal ECG shows an amplitude of up to 10 mV, the fetal ECG often does not reach more than
1 uV. Assuming that the fetal ECG is separated from the composite signal and fed to an A/D con-
verter for digital signal processing with a resolution of 10 bit (signed integer), the smallest voltage
to be safely measured with the biopotential amplifier is 1/512 WV or about 2 nV versus 10 mV for the
largest signal, or even up to 300 mV in the presence of an electrode offset potential. This translates
to a dynamic range of 134 dB for the signals alone and 164 dB if the electrode potential is included
into the consideration. Although most applications are less demanding, even such extreme require-
ments can be realized through careful design of the biopotential amplifier and the use of adequate
components. The penalty for using less-expensive amplifiers with diminished performance would be
a potentially severe loss of information.

Transients appearing at the input of the biopotential amplifier, such as voltage peaks from a cardiac
pacemaker or a defibrillator, can drive the amplifier into saturation. An important characteristic of the
amplifier is the time it takes to recover from such overloads. The recovery time depends on the char-
acteristics of the transient, such as amplitude and duration, the specific design of the amplifier, such
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as bandwidth, and the components used. Typical biopotential amplifiers may take several seconds to
recover from severe overload. The recovery time can be reduced by disconnecting the amplifier inputs at
the discovery of a transient using an electronic switch.

9.6.1 Passive Isolation Amplifiers

Increasingly, biopotentials have to be measured within implanted devices and need to be transmitted to
an external monitor or controller. Such applications include cardiac pacemakers transmitting the intra-
cardiac ECG and functional electrical stimulation where, for example, action potentials measured at one
eyelid serve to stimulate the other lid to restore the physiological function of a damaged lid at least to some
degree. In these applications, the power consumption of the implanted biopotential amplifier limits the
life span of the implanted device. The usual solution to this problem is an inductive transmission of power
into the implanted device that serves to recharge an implanted battery. In applications where the size of
the implant is of concern, it is desirable to eliminate the need for the battery and the related circuitry by
using a quasi-passive biopotential amplifier, that is, an amplifier that does not need a power supply.

The function of passive telemetric amplifiers for biopotentials is based on the ability of the biologi-
cal source to drive a low-power device such as an FET and the sensing of the biopotentials through
inductive or acoustic coupling of the implanted and external devices (Nagel et al. 1982). In an inductive
system, an FET serves as a load to an implanted secondary resonator, that is, an LC circuit containing
a secondary coil with the inductance L and a capacitor with the capacitance C that is stimulated induc-
tively by an extracorporeal oscillator (Figure 9.11). Depending on the special realization of the system,
the biopotential is available in the external circuit from either an amplitude or frequency-modulated
carrier signal. The input impedance of the inductive transmitter as a function of the secondary load
impedance Z, is given by

(0M)?

Z, + joL, ©.6)

Z, = joL, +

In an amplitude-modulated system, the resistive part of the input impedance Z, must change as
a linear function of the biopotential. The signal is obtained as the envelope of the carrier signal is
measured across a resistor R,,. A frequency-modulated system is realized when the frequency of the
signal generator is determined at least in part by the impedance Z, of the inductive transmitter. In
both cases, the signal-dependent changes of the secondary impedance Z, can be achieved by a junc-
tion-FET. Using the FET as a variable load resistance changing its resistance in proportion to the
source-gate voltage that is determined by the electrodes of this two-electrode amplifier, the power
supplied by the biological source is sufficient to drive the amplifier. The input impedance can be in
the range of 10° Q.

Optimal transmission characteristics are achieved with amplitude modulation (AM) systems.
Different combinations of external and implanted resonance circuits are possible to realize an AM sys-
tem, but primary parallel with secondary serial resonance yields the best characteristics. In this case,
the input impedance is given by

2

1 L
%= e (3] ® o7

The transmission factor (L,/M)? is optimal because the secondary inductivity, that is, the implanted
inductivity L, can be small, only the external inductivity determines the transmission factor, and the
mutual inductivity M should be small, a fact that favors the loose coupling that is inherent to two coils
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FIGURE 9.11 Passive isolation amplifier can be operated without the need for an isolated power supply (a). The
biological source provides the power to modulate the load impedance of an inductive transformer. As an easy real-
ization shown in (b), an FET can be directly connected to two electrodes. The source—drain resistance changes as a
linear function of the biopotential that is then reflected by the input impedance of the transformer.

separated by skin and tissue. There are, of course, limits to M that cannot be seen from Equation 9.7. In
a similar fashion, two piezoelectric crystals can be employed to provide the coupling between input and
output.

This two-lead isolation amplifier design is not limited to telemetric applications, it can also be used
in all other applications where its main advantage lies in its simplicity and the resulting substantial cost
savings as compared to other isolation amplifiers that require additional amplifier stages and an addi-
tional isolated power supply.

9.7 Digital Electronics

The ever-increasing density of integrated digital circuits together with their extremely low-power con-
sumption permits digitizing and preprocessing of signals already on the isolated patient side of the
amplifiers, thus improving signal quality and eliminating the problems normally related to the isolation
barrier, especially those concerning isolation voltage interferences and long-term stability of the isola-
tion amplifiers. Digital signal transmission to a remote monitoring unit, a computer system, or com-
puter network can be achieved without any risk of detecting transmission line interferences, especially
when implemented with fiber optical cables.
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Digital techniques also offer easy means of controlling the front end of the amplifier. Gain factors
can be easily adapted, and changes of the electrode potential resulting from electrode polarization or
from interferences that might drive the differential amplifier into saturation can be easily detected and
compensated.

9.8 Summary

Biopotential amplifiers are a crucial component in many medical and biological measurements, and
largely determine the quality and information content of the measured signals. The extremely wide
range of necessary specifications with regard to bandwidth, sensitivity, dynamic range, gain, CMRR,
and patient safety leaves only little room for the application of general-purpose biopotential amplifiers
and mostly requires the use of special-purpose amplifiers.

Defining Terms

Common mode rejection ratio (CMRR): CMRR of a differential amplifier is defined as the ratio
between the amplitude of a common mode signal and the amplitude of a differential signal
that would produce the same output amplitude or as the ratio of the differential gain over the
common mode gain: CMRR = GD/GCM. Expressed in decibels, the common mode rejection
is 20 log 10 CMRR. The common mode rejection is a function of frequency and source imped-
ance unbalance.

Isolation mode rejection ratio (IMRR): IMRR of an isolation amplifier is defined as the ratio between
the isolation voltage, Vs, and the amplitude of the isolation signal appearing at the output of
the isolation amplifier or as isolation voltage divided by output voltage V in the absence of
differential and common mode signal: IMRR = V s/ V-

Operational amplifier (op-amp): Op-amp is a very high-gain DC-coupled differential amplifier with
single-ended output, high-voltage gain, high input impedance, and low output impedance.
Owing to its high open-loop gain, the characteristics of an op-amp circuit only depend on its
feedback network. Therefore, the integrated circuit op-amp is an extremely convenient tool for
the realization of linear amplifier circuits (Horowitz and Hill, 1980).
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Further Information

Detailed information on the realization of amplifiers for biomedical instrumentation and the availability
of commercial products can be found in the references and in the data books and application notes
of various manufacturers of integrated circuit amplifiers, such as Burr-Brown, Analog Devices, and
Linear Technology Corporation, as well as manufacturers of laboratory equipment, such as Biopac
Systemy Inc., Gould, and Grass.
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10.1 What Is Bioimpedance?

Bioimpedance is an electrical property of a biomaterial: the ability to oppose alternating current (AC)
flow. Impedance is a physical variable, which may be of interest as such, but often, it is converted into
another variable or parameter of special, for example, clinical interest. Active electrodes are always used
in bioimpedance sensors; the method is exogenous with two current-carrying (CC) electrodes send-
ing the measuring current through the tissue volume of interest. This is in contrast to measuring, for
example, a biopotential difference caused by living tissue activity (bioelectricity) with passive pickup
(PU) electrodes, an endogenous method.

The biomaterial may be living tissue measured in situ and in vivo, or it may be dead, for example, hair
or meat. The biomaterial may also be excised tissue or cell suspensions kept alive outside the body (ex
vivo) or passively dying or dead tissue in a glass container (in vitro). In this chapter, we will focus on
living person and patient tissue.

The books that include our field are, for instance: Malmivuo and Plonsey (1995), which also covers
magnetic aspects; Schwan (2001), which is a collection of many of the classical papers by Herman P.

10-1
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Schwan; Plonsey and Barr (2000), which focuses on bioelectricity; and Grimnes and Martinsen (2008)
on bioimpedance and bioelectricity.

10.2 Conductors and Dielectrics

A tissue as a biomaterial may be considered as a conductor or a dielectric. Figure 10.1 shows a model
of the biomaterial between two metal electrode plates. In principle, a dielectric is dry without direct
current (DC) conductance and living tissue is wet with appreciable DC conductance and polarization
impedance caused by the double layer at the surface of the wetted metal plates. Charge carriers are elec-
trons in metal, but ions in tissue.

Let us consider the AC case in Figure 10.1. The AC is a sinusoidal signal with voltage u and current i.
Admittance Y and impedance Z are found by measuring i and u.

However, as illustrated in Figure 10.2, living tissue has capacitive properties because of, for example,
cell membranes. Therefore, the u and i signals are not in-phase, and impedance and admittance are
complex quantities. They are written in bold characters and can be decomposed in their in-phase and
quadrature components

Y=ilu=G+jB=G+joC, [siemens] (10.1)

Z=u/i=R+jX=R—-j/oC [ohm] (10.2)

where j is the imaginary unit, G is the conductance, B is the susceptance, ® is the angular frequency,

and C, is the parallel capacitance. R is the resistance, X is the reactance, and C;is the series capacitance.

Material constants such as conductivity can be used instead of conductance if geometrical dimen-
sions such as A and d are known

Y=(c"+jo”) A/d (10.3)

where G is the conductivity [siemens/m], ¢’ the in-phase part, and 6” the 90° (capacitive) part.

Z=1/Y=( —jp’)d/A (10.4)

AC voltage source

I\,
Current
measuring
Conductor
or
dielectric

FIGURE 10.1 Basic model of a conductor or a dielectric placed between two metal plates of contact area A and
distance d.
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'/ Blood vessel

FIGURE 10.2 Tissue, cells, membranes, and a blood vessel. Note the difference between (<1 kHz) and HF
(>100 kHz) current flow lines.

where p is the resistivity [ohm m], p” the in-phase part, and p” the 90° (capacitive) part.
e=¢ —jg’=(C"—jC”")d/A [farad/m] (10.5)

where € is complex permittivity, € capacitive permittivity expressing the capacitor’s ability to store elec-
tric energy, €” dielectric loss permittivity, and C complex capacitance.

Equations 10.3 through 10.5 show that if a biomaterial is to be regarded as a conductor, complex resis-
tivity or conductivity parameters are used; if the material is to be regarded as a dielectric, permittivity
parameters are used. In linear cases, the information content is the same.

The circuit of Figure 10.1 is an AC circuit. Capacitance and permittivity cannot be measured at fre-
quency 0 Hz; they are instead defined with static values (g,) found from capacitor DC voltage U and
charge Q (C=Q/U).

Without phase data, the modulus of the quantities is simple and useful. If the biomaterial is consid-
ered as an ideal, dry capacitor (C” = 0), the capacitance C is

C=¢A/d [farad] (10.6)
If it is considered as an ideal conductor, the conductance is
G=cA/d [siemens] (10.7)

Material constants may be derived from measured values if the biomaterial is measured in vitro in
simple geometries, such as circular or rectangular tubes. Tissue is a very heterogeneous material and
in vivo measurements are not sharply limited to a defined volume. It may be very difficult or virtually
impossible to go from, for example, measured conductance, resistance, and capacitance to conductivity,
resistivity, and permittivity.

Living tissue is neither an ideal capacitor nor an ideal conductor. Many types of membranes with spe-
cial electrical properties are found—from the dead, horny layer at the human skin surface to cell mem-
branes and the large peritoneum membrane in the abdominal cavity. At a frequency of, for example,
1000 Hz, an imposed current may partly pass the extracellular electrolytes and partly the intracellular
electrolytes through the capacitive cell membranes. This is illustrated in Figure 10.2, showing how a
high-frequency (HF) current passes right through the intracellular volume, whereas the low-frequency
(LF) current must go around the membrane obstacles. The current division leads to a frequency-depen-
dent phase shift between measured voltage and current, and by measuring a frequency spectrum, addi-
tional data can be obtained.
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10.3 Living Tissue Electrical Models

Electrical circuits with lumped components are often used as models mimicking the electrical prop-
erties of tissue. The simplest models are with three components. If all components are ideal (not fre-
quency-dependent values), the model is a Debye model.

10.3.1 Debye Models

The model to the left in Figure 10.3 is often used to model skin impedance. For instance, R may rep-
resent the deeper viable parts and the parallel R and C components represent the poorly conducting
stratum corneum (SC). The model to the right may be used for tissue as shown in Figure 10.2. Then
G models the extracellular electrolyte, C,, the cell membranes, and R the intracellular resistance.
Fixed component values in the two models can be found so that they have exactly the same imped-
ance spectrum.

Figure 10.4 shows dielectric models of the same tissue as shown in Figure 10.2. They have no DC
conductance and basically have quite different spectra than the models of Figure 10.4. Fixed component
values in the two dielectric models can be found so that they have exactly the same impedance spec-
trum. The same impedance spectrum with 2R-1C and 1R-2C models is not possible.

10.3.2 Dispersions

Take alook again at Figure 10.2. At LF, the membrane impedances are high and AC current through the
membranes is very small; the tissue behaves as a frequency-independent AC conductor without contri-
bution from the cell membranes and intracellular electrolytes. At HF, the membranes have low imped-
ance and the current contribution of the intracellular electrolytes is high. The tissue also then behaves
as an AC conductor but with a higher conductance than at LF.

Both the models of Figure 10.3 have the same general impedance spectrum as the one shown in
Figure 10.5. Such a spectrum represents a dispersion, characterized by the following behavior: At LF

5 5

FIGURE 10.3 Two popular impedance models (2R-1C).

CS

1
i

FIGURE 10.4 Two popular dielectric models (1R-2C).
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FIGURE 10.5 Frequency spectrum of the tissue electrical model shown in Figure 10.3.

and HF, the impedance is resistive with zero phase shift. The resistance R_, at HF is lower than the LF
value R,. At a characteristic frequency, the phase shift is maximum (and negative) and the impedance
is complex. Because the capacitor is ideal in a Debye model, all energy dissipation occurs in the two
resistors.

10.3.3 Memristive Systems and Constant Phase Elements

Traditionally, special components have been used for making bioimpedance electrical models. A new
component that appeared recently is the memristor (memory resistor). It was first described by Chua
(1971). It is a passive two-terminal circuit element, which complements the resistor, coil, and capaci-
tor. There is a relationship between charge and magnetic flux in the memristor in such a way that
the resistance is dependent on the net amount of charge having passed the device in a given direc-
tion. The theory was extended to memristive systems (Chua and Kang 1976), comprising memristors,
memcapacitors, and meminductors. All these elements typically show pinched hysteretic loops in the
two constitutive variables that define them: current-voltage for the memristor, charge-voltage for
the memecapacitor, and current-flux for the meminductor (Di Ventra et al. 2009). Memristor theory
has, for example, been used within bioimpedance for the modeling of electro-osmosis in the human
epidermis (Johnsen et al. 2011).

Constant phase elements (CPEs) have been used in bioimpedance models since the late 1920s. A CPE
can be modeled by a resistor and capacitor, both having frequency-dependent values, in such a way
that the phase angle is frequency independent. A CPE is mathematically simple, but not so simple as
to realize with discrete, passive components in the real world. A particular type of CPE is the Warburg
element, known from electrochemistry and solid state physics. It is diffusion controlled with a constant
phase angle of 45° (Warburg 1899).

10.3.4 Cole Models

The similarity between the spectra of a model with just three components and a complex material such
as tissue is of course limited. The first step of refinement is often to replace an ideal capacitor found in
the Debye models of Figures 10.3 and 10.4 with a CPE. They are then called Cole impedance models
(Cole 1940) and Cole-Cole permittivity models (Cole and Cole 1941).

10.3.5 Schwan Multiple o, B, and y Dispersion Model

Schwan published his dispersion models many times, sometimes only with permittivity €, sometimes
also with €”, or 6" as shown on Figure 10.6. Schwan (1957) named the LF part o dispersion. It is caused by
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FIGURE 10.6 Schwan general model of o, , and y dispersions. Dashed curve is an example of measured muscle
longitudinal conductivity.

cell-surface processes. The medium-frequency (MF) part is called 3 dispersion and is caused by capaci-
tive membranes dividing intracellular and extracellular electrolytes. The HF part is called y dispersion
and is caused by water and protein processes. A clear separation between the dispersions is of course
only possible if their characteristic frequencies are sufficiently apart. If this is not the case, dispersions
may merge into a more or less straight line. The difference between tissue electrical parameters may be
very large, from SC (low conductivity) to blood tissue (high conductivity). In addition to the generic
curves shown in Figure 10.6, an example of measured conductivity from longitudinal muscle tissue
(Gabriel et al. 1996) is shown.

In the literature, there is abundant data on conductivity/resistivity dispersions of biomaterials
(Gabriel et al. 1996), biopolymers and membranes (Takashima 1989), dielectric and electronic proper-
ties (Pethig 1979), and physical properties (Duck 1990). Table 10.1 shows a few examples of LF (<1 kHz)
data, followed by some comments on different tissues to illustrate the complexity of giving the exact
data. As the tissue is so heterogeneous both on the micro- and macro- (organ) scale, the given values
must be regarded as some sort of mean values of a given volume. Also, the question of difference
between normal and pathological tissue is of great interest.

Tissue anisotropy may be strong, as shown in Table 10.1 for a muscle with 10 times higher longitude
than perpendicular conductivity (Epstein and Foster 1983). They found that the anisotropy almost dis-
appeared at 1 MHz; it is an LF phenomenon. The conductivity of muscle tissue is dependent on other
factors such as mechanical contraction (Shiffman et al. 2003).

Tissue values change rapidly if the tissue becomes ischemic or dies (Gersing 1998; Schifer et al. 1998;
Casas et al. 1999; Martinsen et al. 2000).

10.3.5.1 Skin

SC resistivity in Table 10.1 is quoted from Yamamoto and Yamamoto (1976). The resistivity is higher the
lower the water content of the SC. This is also the case with many (dead) protein powders (Takashima
and Schwan 1965; Smith and Foster 1985). The water content of SC is dependent on the relative humidity
of the air in contact with the SC surface. Methods for diagnosis of, for example, cancer tissue by infor-
mation extraction from impedance dispersions in skin and oral mucosa have been found (Ollmar 1998),
or correlation of impedance response patterns to histological findings in irritant skin reactions induced
by various surfactants (Nicander et al. 1996).



Bioimpedance Measurements 10-7

TABLE 10.1 Conductivity and Resistivity Data

Material Conductivity ¢ (S/m) Resistivity p (Q m)
Metals (implants) 5% 10° 2x107
Saline (0.9% NaCl 37°C) 2 0.5

Muscle (longit/perpend) 0.6/0.06 1.6/16

Skin (SC) 10°° 10°

Diamond 10714 101

10.3.5.2 Cell Suspensions

Electrical properties of tissue and cell suspensions were reviewed by Schwan (1957). Membrane capaci-
tance and conductance for pancreatic 3-cells were measured by an electrokinetic method (Pethig et al.
2005; Grimnes and Martinsen 2008). The conductivity of blood is dependent on blood velocity; this is
the Sigman effect (Sigman et al. 1937).

Also, deoxyribonucleic acid (DNA) molecules and their electrical conduction have been examined:
the electrical conduction through DNA molecules (Fink and Schonenberger 1999) and resonances in
the dielectric absorption of DNA (Foster et al. 1987). Recently, the Pethig group (Chung et al. 2011) has
shown that measurement results in a cell suspension up to 10 MHz that is dependent on the cytoplasma
membrane capacitance and resistance, the cell diameter, and the suspension conductivity. By using special
interdigitated electrodes, the cell membrane capacitive reactance sort out the resistance above 100 MHz
so that the electric field penetrates into the cell interior and intracellular dielectric properties can be
measured.

10.4 Electrodes and Electrode Polarization

Electrodes are the most important part of an impedance-measuring system (Geddes 1972). They deter-
mine the sensitivity field (Section 10.5), which determines the contribution of each small voxel to the
overall result. Three- and four-electrode systems are more complicated because, as we shall see, they
introduce volumes of negative sensitivity because they measure transfer impedance.

10.4.1 Electrode Types
10.4.1.1 Skin Surface Electrodes

Skin electrodes have the largest commercial product volume, most of them are pregelled ready-to-use
nonsterile products. Some of them have a snap-action wire contact; others are prewired, for instance,
adapted for babies. There is a contact electrolyte between the skin and the electrode metal. Dry SC is
a poor conductor and this easily results in poor (high impedance) contact and noise. The contact area
with the skin should be as large as practically possible, and reducing the SCs thickness by sandpaper
abrasion is useful. Hydrating the skin with contact electrolyte or by the covering effect of the electrode
will usually reduce the contact impedance with time (minutes to hours).

Figure 10.7 shows to the left a classical wet gel type with an adhesive foam ring holding a sponge
with gel in position and pressed against the skin. The AgCl metal part is recessed to reduce movement
artifacts. If the electrolyte has higher salt concentration than, for example, seawater, it may irritate the
skin and should be used as a short-time (hours) electrode. Long-term use (days) must have weaker
electrolytes to be nonirritating on the skin. Often, the adhesive part of the foam is more irritating to
the skin than the electrolyte. The wet electrolyte penetrates the SC and may fill the sweat ducts steadily
increasing the electrical contact with the body.
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— Living skin

Sticky foam Solid sticky gel

FIGURE 10.7 Two common types of skin surface electrodes.

Figure 10.7 to the right shows a solid gel electrode where the gel is also the sticky part. The gel (solid-
or hydrogel) does not penetrate the skin but may to a small extent participate in receiving and storing
water from the skin or delivering water to the skin (Tronstad et al. 2010).

10.4.1.1.1 Needle and Catheter Sterile Electrodes

With an invasive needle, it is possible to obtain rapid low impedance contact with the body. In neurol-
ogy, the needles may be in the form of a tube with thin noble metal wires coming out through perpen-
dicular holes on the shaft or coaxially at the tube end. The catheter version is often with metal rings and
a metal tip at the end. They are used as CC or PU electrodes. If the needle shaft is insulated, the contact
area can be small and the space resolution high in CC or PU applications. The needle tip position can be
guided by measuring impedance spectra with the tip (Kalvey et al. 2009). The needle may be of massive
metal or hollow allowing liquid infusion together with impedance measurements.

10.4.1.1.2 Micro- and Nanotechnology Electrodes

By using interdigitated microelectrodes, it is possible to sort different cells in a suspension (Becker et al.
1994); it is a parallel to the Coulter counter technique described in Section 10.8 Micromachined elec-
trodes for biopotential measurements are described in Griss et al. (2001). Pethig’s group (Chung et al.
2011) describes interdigitated nanoelectrodes in a cellular suspension being able to measure intracel-
lular dielectric properties.

10.4.2 Electrode Polarization

Electrode polarization is an important source of error in tissue impedance measurements (Schwan
1968). Current carriers in the electrode metal are electrons and those in living tissue are ions. The
electric contact between metal and electrolyte (tissue liquids or applied electrolyte) has special electric
nonlinear properties because of the formation of a double layer in the electrolyte. The double layer is
very thin (nanometer) and depleted of current carriers. It generates a DC voltage and generates special
polarization impedance. Figure 10.8 shows the polarization spectrum of an electrode with wet gel and
AgCl metal surface. They have been obtained with two pregelled electrodes face to face and are taking
half the impedance value. The Bode plot (Section 10.7) in Figure 10.8 shows a maximum phase shift of
about 25° at 20 kHz. The impedance modulus is from about 300 Q (1 Hz) down to 25 Q (1 MHz). Above
about 500 kHz, the phase goes through zero and the impedance becomes inductive. This is because of
the self-inductance of the lead wires. Figure 10.9 shows a Wessel plot (Section 10.7) of the impedance.
It reveals that the polarization impedance has two dispersions. The HF dispersion has a characteristic
frequency of 46 kHz, determined by a circular arc drawn by regression analysis. Electrode polarization
impedance dispersions are dependent on the metal, surface geometrical properties, and contact electro-
lyte (Mirtaheri et al. 2005) (Figure 10.9).
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FIGURE 10.8 Polarization impedance by Bode plot. Two electrodes face to face, contribution of one electrode.
Commercial ECG skin electrode with wet gel and AgCl metal surface of 0.7 cm?.
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FIGURE 10.9 Polarization impedance Wessel plot showing a part of a first dispersion, and a second dispersion
with a complete circular arc regression line. Same data as Figure 10.8a.

10.5 Electrode Systems and Their Sensitivity Fields

Bipolar (Figure 10.10) means that two electrodes contribute equally to the measurement result. Used as
DC CC electrodes, they are polarized and become anode and cathode with different electrolytic pro-
cesses. Measured AC impedance will include the polarization impedance of each electrode and the con-
tribution of the tissue in between each electrode. As signal PU electrodes, they are used with negligible
current flow and are then not polarized. They measure the potential difference between the electrodes.
The potential difference may be generated as a result of remote organ activity setting up a volume cur-
rent flow spreading out from the organ (endogenous currents generating, e.g., ECG or EMG). The poten-
tial difference may also be neurogenic, for example, originating from a sweat gland being excited by a
nerve signal from a remote source.
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FIGURE 10.10 Skin surface electrode systems. Monopolar* systems are usually not ideally monopolar, see text
below. The three- and four- electrode systems measure transfer immittance. Electrode functions: M, measuring;
CC, current carrying; R, reference; PU, pick up.

A bipolar PU electrode system is also a local electric field strength sensor because Eed = U where
E is he local electric field strength (V/m) in magnitude and direction (space vector), d the distance
and direction between the electrodes (space vector), and U the potential difference. By using two
bipolar electrode systems perpendicular to each other, the direction of the E-field can be deter-
mined. And if tissue conductivity 6 is known, the local current density J can be estimated according
toJ=0E.

Monopolar means that one of the electrodes contributes more to the measurement result than the
other.

An ideal monopolar two-electrode system means that the large electrode has negligible influence on
the result. The monopolar system shown in Figure 10.10 (left) has two very different electrode areas.
With DC current flow, they are polarized and will become anode and cathode with different electrolytic
processes. However, the large electrode will have much smaller current density and is, therefore, often
regarded as an indifferent or neutral electrode. AC impedance will be dominated by the impedance of
the small electrode (electrode polarization impedance included). As PU electrodes with negligible cur-
rent flow, the size of the electrodes is not important but the metal of each electrode is very important.
A potential difference will be measured if the large electrode is positioned at an indifferent skin site
and the small electrode at a nerve-activated skin site. If both electrodes are placed on an active site, the
recorded voltage difference may be very low.

Monopolar three-electrode system (Figure 10.10, number 3 to the right) means that it functions as a
monopolar system when used on high-resistivity SC, cf. Figure 10.16. Then the M electrode contributes
much more to the measurement result than the two other electrodes. However, in direct contact with
low resistivity, the living tissue in Figure 10.13 shows that the R electrode is surrounded by high-sensi-
tivity zones (and also small negative sensitivity zones) even if the R electrode is not CC.

The four-electrode tetrapolar system of Figure 10.10 is very different from the two-electrode mono-
and bipolar systems (Grimnes and Martinsen 2007). It measures transfer impedance because the poten-
tial is recorded at a separate PU port and not at the CC port. If the two ports are far apart, no signal will
be transferred from the CC to the PU port and the transfer impedance will be virtually 0 Q.

10.5.1 Sensitivity Field

When measuring the impedance of a material with, for example, surface electrodes, it is obvious that not
all small subvolumes in the material contribute equally to the measured impedance. Volumes between
and close to the electrodes contribute more than volumes far away from the electrodes. Hence, a careful
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choice of electrode size and placement will enable the user to focus the measurements on the desired
part of the material.

It is sometimes assumed that if the electrodes are placed in a linear fashion, with the voltage PU elec-
trodes between the CC electrodes, only the volume between the PU electrodes is measured. Not only
is this wrong, but there will also be zones of negative sensitivity between the PU electrodes and the CC
electrodes (Grimnes and Martinsen 2007). Negative sensitivity means that if the complex resistivity is
increased in that specific volume, lower total impedance will be measured.

The sensitivity of a small volume dv (voxel) within a material is a measure of how much this volume
contributes to the total measured impedance (Geselowitz 1971), provided that the electrical properties
(e.g., resistivity) are uniform throughout the material. If, in this case, the resistivity varies within the
material, the local resistivity must be multiplied with the sensitivity to give a measure of the volume’s
contribution to the total measured resistance.

If we look at a simple example of a DC resistance measurement with a four-electrode system, the
sensitivity will be computed in the following manner:

1. Imagine that you inject a current I between the two CC electrodes. Compute the current density
J, in each small volume element in the material as a result of this current.

2. Imagine that you instead inject the same current between the PU electrodes and again compute
the resulting current density J, in each small volume element.

3. The vector dot product between J, and J, in each volume element, divided by the current squared,
is now the sensitivity of the volume element and if we multiply with the resistivity p in each vol-
ume, we will directly obtain this volume’s contribution to the total measured resistance R.

Hence, the local (voxel) sensitivity S and the total measured volume resistance R will be
S=J,- L/ R =fdev (10.8)
\'’4

Note that sensitivity is not dependent on voxel resistivity. These equations demonstrate the recipro-
cal nature of tetrapolar systems (or any other electrode system where this theory applies); under linear
conditions, the CC electrodes and PU electrodes can be interchanged without any change in measured
values.

A positive value for the sensitivity means that if the resistivity of this volume element is increased,
a higher total resistance will be measured. The higher the value of sensitivity, the greater the influence
on measured resistance. A negative value for the sensitivity, however, means that increased resistivity
in that volume gives a lower total resistance. Two-electrode systems will not have volumes with nega-
tive sensitivity, but both the three- and four-electrode systems will typically have volumes with negative
sensitivity. The commercial software package Comsol Multiphysics has been used for making Figures
10.11 through 10.14. All the finite-element calculations were made with half-cylinders immersed into
the surface of the tissue and with the tissue volume extending far outside the figure in side and bottom
directions.

Figure 10.11 is with a vertical slice with a resistivity 5 times that of the surrounding medium. It has
little influence on the sensitivity field. Multiplying the sensitivity field with the local resistivity yields the
volume resistance density field, as shown in Figure 10.12. The result is quite different and illustrates that
with respect to the overall transfer resistance of the system, the increased resistivity of the slice is very
important. The transfer resistance is not determined by the sensitivity value alone, the sensitivity is to
be multiplied by the resistivity to obtain resistance values.

Sensitivity calculations can be utilized equally well for two-, three-, and four-electrode systems. In
each case, you must identify the two CC electrodes used for driving an electrical current through the
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Surface: (Jx_dc*Jx_dc2 + Jy_dc*Jy_dc2) Max: 0.0344
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FIGURE10.11 Volume sensitivity field of a biomaterial with a tetrapolar electrode system with two CC electrodes
and two PU electrodes. Two homogeneous biomaterial regions, the vertical slice has 5 times the resistivity of the
surrounding medium.

material and the two PU electrodes used for measuring the potential drop in the material. Figure 10.13
shows the sensitivity field for a three-electrode system (Grimnes 1983a).

In the case of a two-electrode system, the driving and PU electrode pairs are the same, and the sensi-
tivity in a given volume will hence be the square of the current density divided by the square of the total
injected current. The sensitivity can only have positive values (Figure 10.14).

Surface: (Jx_dc*Jx_dc2 + Jy_dc*Jy_dc2)/sigma_dc Max: 0.0344

0.03

0.02

-0.01

—-0.02

—-0.03

Min: —0.0334

FIGURE 10.12  Volume resistance density plot of the model shown in Figure 10.11.
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FIGURE 10.13 Volume sensitivity field of a quasi-monopolar three-electrode system. Notice zones of negative
sensitivity at the left side of the R electrode.
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0.004
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0
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FIGURE 10.14 Volume sensitivity field of a bipolar two-electrode system. Notice the lack of negative sensitivity
volumes.

10.6 Instrumentation and Quality Controls

With two electrodes, impedance or admittance can be calculated by measuring the voltage u and cur-
rent i in the electrode wires. The two electrodes function as both CC and PU pairs. It is often practi-
cal to monitor admittance directly by applying a constant (amplitude) voltage and measuring current
because the admittance is then proportional to current according to Y = i/u. Impedance is measured
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FIGURE 10.15 Monopolar admittance measuring circuit with three skin surface electrodes. SC thickness is
exaggerated. Current flow lines are shown as dashed lines.

directly by applying a constant current i and measuring voltage because it is proportional to the volt-
age, Z = u/i.

Figure 10.15 shows an example of a skin surface admittance measuring circuit. It is a quasi-mono-
polar system with three electrodes: M is the measuring electrode, R a potential recording reference
electrode, and CC is a current-carrying control electrode.

Two operational amplifiers are used: amplifier A for setting up a current through the body so that
the voltage recorded by R becomes equal to the excitation voltage (30 mV). Amplifier B is an ideal
(zero-voltage drop) current-reading amplifier. If the skin has sufficiently high resistivity, the R and
CC electrodes are merely control electrodes with negligible influence on the admittance result (this
is in contrast to Figure 10.13 because there the skin was not modeled). The well-conducting living
body is considered isopotential. There is no current flow through the R electrode so that amplifier
A brings the internal body potential to be equal to the excitation voltage. As the M electrode is on
reference potential, Y = i/u where i is the measured current and u is the constant AC potential dif-
ference across the SC.

Because of the capacitive properties of the skin, the measured current will be phase shifted with
respect to the excitation voltage. By using a synchronous rectifier circuit with the excitation voltage as
reference, the admittance can be decomposed so that only the in-phase conductance component G is
measured. Susceptance B can be measured simultaneously according to Y = G + jB by using a second
synchronous rectifier with the reference signal 90° phase shifted.

More detailed descriptions of measuring methods can be found in Schwan (1963), Grimnes (1983a),
Yelamos et al. (1999), and Grimnes and Martinsen (2008).

10.6.1 Synchronous Rectifiers

To measure impedance, an external current must be applied; it is an exogenous method. Thus, imped-
ance measurements are ideally suited for synchronous rectification (SR) because the external excitation
signal is available. The SR acts as a sort of sharp tracking filter with a bandwidth dependent on the time
constant of the output of the low-pass filter. The result is a very noisy robust system.

SR is obtained by multiplying the input signal with the reference signal. Two types of circuit are in
common use: the simplest method (Figure 10.16a) is with a reference signal in the form of a square wave.
The multiplier circle may contain only on-off switches. The most elaborate method (Figure 10.16b) is
with the reference signal as a sinusoidal waveform and the multiplication may be done digitally after
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FIGURE 10.16 Synchronous rectifier circuits (a) with square wave and (b) with sinusoidal reference signal. Each

circle mathematically multiplies the input signal with the reference signal.

both signals have been sampled and A-D converted. Such a circuit can be made insensitive to the DC

level of the input signal (Grimnes and Martinsen 2008).

10.6.2 Quality Controls

10.6.2.1 Linearity
Bioimpedance is measured with an electric current applied to the CC electrodes. If the current wave-

form is sinusoidal, the signal from the PU electrodes should also be a sine. If it is not, the system is
nonlinear and the current amplitude should then be reduced until the PU signal is sinusoidal. Signal-to-
noise ratio is also reduced; so, a trade-off may be necessary in the choice of the best amplitude.

There are sources of nonlinearity both in electrode polarization and tissue impedance (Schwan
1992). Onaral and Schwan (1982) studied electrode polarization impedance and found that the limit
voltage of linearity was about 100 mV and frequency independent. The corresponding limit current is
of course impedance dependent and therefore frequency dependent, and may be about 5 uA/cm? at a

frequency of 1 Hz.
Yamamoto and Yamamoto (1981) studied human skin tissue and found the limit current of linearity

to be about 10 LA /cm? at a frequency of 10 Hz. Grimnes (1983b) studied electro-osmosis in human skin
in vivo and found a strong polarity-dependent nonlinearity. The effect was stronger; the lower the fre-
quency, Figure 10.17 shows the dramatic effect with +20 V and 0.2 Hz, soon leading to skin breakdown.
Nonlinearity of cardiac pacemaker CC electrodes made of noble metals and intended for use with pulses

has been extensively studied (Jaron et al. 1969).

Forearm ventral 0.2 Hz dry Pt 56 mm?
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FIGURE 10.17  Electro-osmotic nonlinearity on the skin. Dashed line shows the applied voltage.
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10.6.2.2 Kramers-Kronig Control

The Kramers-Kronig theorem in linear systems links, for example, the modulus spectrum of the imped-
ance |Z| to the phase spectrum (Grimnes and Martinsen 2008). Take a look at the Bode plot of Figure
10.8a. The steeper the fall of the Z-modulus with frequency, the more negative the phase. Phase zero
means that the impedance level is constant. The change to positive phase corresponds to increasing
impedance with higher frequency. The results shown in Figure 10.8a are Kramers-Kronig compatible.
Noncompatibility may be because of nonlinearity, change of measured volume, or drift in volume prop-
erties (e.g., temperature) during spectrum recording.

10.6.2.3 Reciprocity Control of Transfer Impedance

According to the theorem, PU and CC electrodes can be swapped without change in measured transfer
impedance. This may sound contraintuitive, but it is so. Reciprocity is destroyed if the system is nonlin-
ear, for example, if the CC electrodes have larger contact area than the PU electrodes. After swapping,
the small CC electrodes may then be driven into nonlinearity because of the increased current density.
Reciprocity may also be destroyed if the properties of the biomaterial have changed.

10.6.3 Electrical Safety

For humans, bioimpedance methods use currents, which are not perceptible and of course not harmful.
Only AC sinusoidal currents and DC are considered in this section, not pulse excitation. The biological
effects of externally applied electromagnetic fields (through the air) are treated elsewhere (Polk and Postow
1996). For practical reasons, perception and hazard levels are usually quoted as current, energy, or charge
in the external circuit (Dalziel 1954, 1972). The current density field in the tissue is usually unknown.

10.6.3.1 Threshold of Perception
10.6.3.1.1 Direct Current

The sensation of AC and DC currents is quite different. DC produces electrolytic products in the tissue
near the electrode metal. The sensation may come after minutes, and after the DC has been switched off,
the sensation may persist for a long time (minutes and more). Such perception is, therefore, not related to
direct electric current nerve excitation. If a DC current is suddenly switched on or off, a transient sensa-
tion may be felt on the skin; this is direct nerve excitation. Table 10.2 shows that the maximum 10 pA
DC is allowable auxiliary current.

10.6.3.1.2 Sine Waves

The lowest level (<1 WA) of 50/60 Hz perception is caused by electrovibration (Grimnes 1983c¢). It is per-
ceived when dry skin slides on a CC conductor; the frictional force is modulated by the electrostatic
force and can be felt as a lateral mechanical vibration.

The second level (1 mA) of 50/60 Hz is due to the direct electric excitation of nerves. The level increases
as frequency is increased above 1 kHz (Figure 10.18). For example, 10 mA at 100 kHz is without percep-
tion, but temperature rise caused by the current may then be a limiting factor. Interpersonal variations

TABLE 10.2 Allowable Values of Continuous Leakage and Patient Auxiliary Currents (LA) (IEC-60601 2005)

Type B Type BF Type CF
Currents NC Single fault NC Single fault NC Single fault
Patient leakage 100 500 100 500 10 50
Patient auxiliary 100 500 100 500 10 50 AC
Patient auxiliary 10 50 10 50 10 50 DC

Note: NC = normal conditions.
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FIGURE10.18 Allowable excitation (auxiliary) currents, AC (>0.1 Hz) rms values (according to IEC-60601 (2005)).

and the dependence on age and sex are small. The skin condition is not important as long as there are no
wounds. The skin site may be important.

10.6.3.2 Electrical Hazards

If the current density is sufficiently high, an electric current triggers nerve and muscle tissue. If the cur-
rent flow is through the heart or the brain stem, this may be lethal.

10.6.3.2.1 Macroshock

A macroshock situation is when current is applied to tissue far away from the heart or brain stem. The cur-
rent is spread out more or less uniformly, and rather, large currents are needed in the external circuit (usu-
ally quoted >50 mA at 50/60 Hz) to attain dangerous levels in local tissue volumes such as heart and lungs.

10.6.3.2.2 Microshock

Small area contacts occur, for example, with pacemaker electrodes, catheter electrodes, and CC fluid-
filled cardiac catheters. Small area contact implies a monopolar system with possible high local cur-
rent densities but low current levels in the external circuit. This is called a microshock situation. The
50/60 Hz safe current limit for a small area contact with the heart is 10 LA in normal modes. The differ-
ence between macro- and microshock dangerous current levels is, therefore, more than three orders of
magnitude.

10.6.3.3 Electrical Safety of Electromedical Equipment

Special safety precautions are taken for electromedical equipment and its use in the patient environment
and in physical contact with the patient. Safety is regulated by international standards such as (IEC-
60601 2005) used in Table 10.2.

The part of the equipment intended to be in physical contact with the patient is called the applied part.
The applied part may ground the patient (type B) or keep the patient floating with respect to ground
(BF—body floating or CF—cardiac floating) by galvanic separation circuitry (magnetic or optical cou-
pling, battery-operated equipment).

Leakage currents are currents at power line frequency (50 or 60 Hz), they may be because of capaci-
tive currents even with perfect insulation, and are thus difficult to avoid completely. Patient leakage
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currents are the leakage currents flowing to the patient via the applied part. Patient auxiliary currents are
important for bioimpedance measurements. They are functional currents flowing between leads of the
applied part, for example, as used with impedance plethysmography. They are not leakage currents and
therefore usually not at power line frequency. It can be seen that not more than 10 LA DC can be used in
an applied part under normal conditions, but 100 pA AC (>0.1 Hz) can be used except in CF (cardiac)
applications.

Nerve and muscle tissue is less sensitive at higher frequencies. The allowable currents increase
(Figure 10.18), for example, to 10 mA at 100 kHz in B and BF applications.

10.7 Result Presentations

10.7.1 Spectrum Plots

Bode plots are with logarithmic frequency and impedance scales, and with linear phase scale. An exam-
ple is given in Figure 10.8a. The advantage is that a broad frequency spectrum can be shown combined
with frequency-independent resolution.

Wessel (Argand, Nyquist, and Cole) plots are plots in the imaginary plane with real and imaginary
axes (Figure 10.8b). The frequency scale is along the curve. The advantage is easily discernible dispersion
arcs. The problem is the lack of linear frequency scale and the narrow high-resolution zone around the
characteristic frequency.

10.7.2 Time-Series Plots

These plots are with fixed measuring frequency. An important parameter may be the sampling fre-
quency because the recording of an LF spectrum may take a minute or more.

10.7.3 Converting Measured Variables to Clinical Variables or Parameters

Living tissue is a very heterogeneous and complex biomaterial. Impedance as a quantity is valid for a tis-
sue volume and the contribution of the different volume elements (voxels) can be very different accord-
ing to the electrode system sensitivity field. The results always represent some sort of mean values valid
for a body region.

Geddes and Baker (1989) used the expression “Detection of Physiological Events by Impedance.” The
physiological variable may, for instance, be blood volume or flow and air volume or flow as described in
Section 10.8.1. Impedance-based transducers convert the measured variable online into a signal from
which the clinical parameter can be continuously calculated. Users are often not aware of which variable
is the primary (actually measured) variable.

The measured variable can also be converted into the clinical parameter by a process of combining
information from more than one sensor (polygraphy). Such calculation may be based on multivari-
ate analysis. The result may be a numerical value or be placed in a group, for example, “normal”
or “pathological.” The end result may be variables such as CO, level, glucose level, lactic acid level,
sweat activity (SA), total body water (TBW), meat quality, fruit freshness, and so on. For an interest-
ing clinical parameter, it is often necessary to define a range of normal values to find a diagnosis or
prognosis. To evaluate a proposed measuring method, a protocol is set up describing how measure-
ments on healthy persons or organs are to be performed. The results are compared with a golden
standard giving correct answers; for example, the hope is that lactic acid level can be measured with
bioimpedance. Healthy persons are selected for impedance measurement, for example, of a large
muscle performing mechanical work. Blood samples are taken and examined in vitro in a biochemi-
cal instrument (golden standard). Correlation coefficients between in vivo and in vitro results give
the answer.
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10.8 Application Examples

The application field of bioimpedance is very wide—from single-cell measurements with micro- and
nanoelectrodes to whole-body composition analysis; from healthy to ischemic, pathological, and dead
tissue. We have selected some typical bioimpedance application examples.

10.8.1 Volume and Flow Measurements

Volume measurements by impedance were proposed early and became one of the first widespread
impedance applications in hospital instrumentation. It is a part of the usual bedside patient monitor
present in all intensive-care units; impedance adds respiration to the ECG and blood pressure channels.
It is embedded in the monitors rather anonymously, uses the ECG electrodes already there, and passes
unnoticed as a clinical bioimpedance method by most users.

10.8.1.1 Plethysmographic One-Compartment Model

Plethysmography is a volume-measuring method, for example, of blood or air volumes in the lungs.
Figure 10.19 illustrates a basic one-compartment model of a blood vessel segment of length L. As a one-
compartment model, the electrical contribution of the vessel wall has been neglected. The resistance R
of the blood volume is R = pL/A, where A is the cross-sectional area and p is the resistivity of the blood.
The volume v =LA and A = v/L is put into the equation so that v = pL?/R.

The variable G is preferred to variable R because it is directly proportional to v; so, the equation above
is changed to

v=GpL? [m?] or [L] liter
Validity: A is constant along the length and p is uniformly distributed. (10.9)

10.8.1.2 Volume Sensor

In our simplified model, a choice must now be made: Let us consider that the segment volume is
increased by a blood pressure increase. The elastic vessel wall is stretched so that a volume Av is added
to the tube content; does it result in a swelling of length or cross-sectional area? A blood vessel is usually
considered to swell in cross-sectional area. Then L is constant and by measuring G, we have a calibrated
volume-measuring system if p is considered constant with a known value.

Equation 10.9 represents a basic example of an impedance-based sensor in the form of a transducer.
The transducer is the vessel segment, which is biological. It converts the volume variable into an electri-
cal signal in a way so that the measured quantity is conductance G [siemens S]. By multiplying the con-
ductance value with the constant pL? [ohm m?], the measured result can be presented as volume [m?]. It
is a common misunderstanding that the transducer measures volume. The measured variable, however,
is electrical conductance. The elasticity of the wall determines the compliance C = Av/Ap of the vessel
segment volume, with p as blood pressure. C = 0 is a stiff wall with no volume increase with increasing
blood pressure and so no plethysmography.

Av L

FIGURE 10.19 One-compartment blood vessel plethysmographic model.
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10.8.1.3 Flow Sensor

Consider that the vessel segment is closed in one end. From Equation 10.9, Av = AG pL? and
dv/dt = (dG/dt) pL? for example, [L/s]. (10.10)

The time derivative of volume is flow, flow into, or out of a closed segment.

10.8.1.4 Plethysmographic Two-Compartment Model

In the two-compartment model, the inner volume is, for example, a blood volume and the outer volume
is the surrounding tissue volume.

Figure 10.20 shows the two-compartment model with a volume increase Av. All tissue is considered
incompressible (no air). If the inner volume vA = A - L is supplied with extra volume Av, it swells to
Av + vA. The outer tube also swells to an increased outer diameter, but the volume vt remains constant.
If all the volumes have the same resistivity, it can be shown that

AG/G = AV/(AV + v, +V,) (10.11)

where v, is the volume of the inner cylinder and v, is the volume of the outer tissue cylinder. It is evident
that the surrounding tissue also diminishes the sensitivity of the method because the compliance of the
blood vessel is reduced by the support of the tissue surroundings. Further details can be found (Grimnes
and Martinsen 2008), also for the case when the resistivities of the compartments are unequal and when
the Sigman effect is relevant.

10.8.2 Three Different Variables Measured with Two Electrodes
With only two chest ECG electrodes, it is possible to monitor

« Blood: Mechanical pumping action of the heart
o Electrical activity of the heart
o Air: Mechanical respiration activity

The two electrodes are attached to the skin of the chest. As ECG PU electrodes, they record the signal
corresponding to the electrical activity of the heart. It is well known that electrical activity is not neces-
sarily followed by mechanical blood pumping. For the impedance measurement, an AC current of, for
example, 50 kHz is applied to the same electrodes. The impedance as a function of time shows two dif-
ferent signals (Figure 10.21). The large-amplitude signal is due to the emptying and filling of the lungs
with air. The smaller waves correspond to the mechanical emptying of the heart with well-conducting
blood (ICG—impedance cardiography). Figure 10.21 shows a result also comprising an apnea period of
about eight heartbeats where only the mechanical pumping activity of the heart is visible. The division

Av

FIGURE 10.20 Two-compartment plethysmographic model.
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FIGURE 10.21 Simultaneous registration of (1) heart mechanical pumping activity, (2) heart electrical activ-
ity, and (3) lung mechanical ventilation, using only two electrodes. (From Patterson R. 1995. The Biomedical
Engineering Handbook. Boca Raton, FL, CRC Press, 3rd edition, pp. 1223-1230.)

between the air and blood plethysmographies is only possible because the two variables have rather dif-
ferent repetition frequencies.

10.8.3 Bioimpedance in Electrosurgery

Electrosurgery (ES) units are used in all operating rooms throughout the world. HF currents are used
for tissue cutting, coagulation, desiccation, and sealing. Several bioimpedance systems are used to
increase performance and safety.

10.8.3.1 Monitoring Return Electrode Safety

In monopolar ES, the safe functioning of the return electrode is most important. If the HF current (often
around 500 kHz) does not have a safe return path back to the unit, the current spreads uncontrolled into
the air (antenna effect) and jump to metal objects of all kinds because of capacitive coupling. Patients
being in touch with such objects will also couple current from the patient body to the metal, resulting
in tissue burns. One method to reduce the risk of accidents is to split the return electrode plate in two
halves and monitor by impedance that both halves have good contact with the skin. The halves are
coupled with a HF capacitor and both function as the return electrode for the ES HF current. A small
sensing current is sent out to the halves to check the continuity of leads and skin contact. The current is
supposed to go through one half-electrode and the skin to the other half. If the contact area is too small
or a lead is broken, the impedance becomes too high and a trigger alarm is activated. During alarm, the
surgeon cannot activate the ES unit any longer.

Figure 10.22 shows how the impedance is measured at 50 kHz and the impedance value is sampled at
the start of the procedure. The sampled value is used as reference for the remaining procedure, and the
impedance is continuously monitored and compared with the reference. If the deviation is too large, an
alarm is triggered and further activation of the ES unit is inhibited. There are two alarm levels. The low
level gives warning of a short-circuit condition, the high level gives warning of poor skin contact or wire
break.

10.8.3.2 Bipolar Forceps Activation

Forceps are used for bipolar microsurgery and the unit is activated by a pedal or a microswitch on the
forceps. However, some surgeons prefer impedance-based activation so that when both tips have suf-
ficient tissue contact, a low impedance level is reached, which triggers activation.
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FIGURE 10.22 Impedance-based ES safety monitoring of the return plate system.

10.8.3.3 Vessel Sealing

Safe sealing of blood vessels is very important to prevent postoperative bleeding and reoperations. A spe-
cial technique for sealing is based on the discovery that under tight control, it is possible to prevent too
much tissue destruction and obtain a melting process between connective protein tissue parts of the blood
vessel walls. The method is based on a special bipolar jaw with large contact surfaces and a high mechani-
cal pressure to the tissue between the surface blades (Figure 10.23). The electrical contact to the tissue
between the upper and lower jaw is very efficient, and it is possible to use much lower voltage and higher
current than in ordinary cut and coagulation procedures. The impedance of the tissue is monitored during
the clamping and current flow, and within a few seconds, the sealing process starts and this is registered by
the impedance system. The impedance system registers when melting is optimum and activation is auto-
matically stopped by the system, not the surgeon. The cutting device is used immediately after activation
stops so that both vessel ends can be effectively sealed.

10.8.4 Body Composition

The parameters of interest in body composition analysis (bioelectric impedance analysis, BIA) are (a)
TBW, (b) extracellular/intracellular fluid balance, (c) muscle mass, and (d) fat mass. Application areas
are as diversified as sports, medicine, nutrition, and fluid balance in renal dialysis and transplantations.

FIGURE 10.23 Vessel-sealing bipolar electrode system with cutting device. (Courtesy: Tormod Martinsen.)
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10.8.4.1 Method

The most validated method is prediction of TBW from four-electrode whole-body transfer impedance
measurements at 50 kHz. It is not really a whole-body measurement because the results are dominated
by the wrist and ankle segments with very little influence from the chest because of the large cross-sec-
tional area. By using more than four electrodes, it is possible to measure more than one body segment.
With two electrodes at each hand and foot, the body impedance can, for instance, be modeled in five
segments: arms, legs, and chest.

Either the series impedance electrical model (often with the reactance component X neglected) or
the parallel equivalent has been used. Several indexes have been introduced to increase the accuracy.
Gender, age, and anthropometric results, such as total body weight and height, are parameters used.
An often-used index is H*/R,,,,, where H is the body height and R,,,,, the resistance of a given segment.
Because of the 1/R,,,, term, this is therefore actually a conductance index. Calibration, for example, can
be done by determining the k-constants in the equation

H2
TBW =k —— +k, (10.12)

segm

Such an equation is not directly derived from biophysical laws, but has been empirically selected
because it gives the best correlation.

10.8.4.2 Results

The correlation according to Equation 10.12 can be better than 0.95. Hundreds of validation studies
with isotope dilution have established a solid relation between whole-body impedance at 50 kHz and
body fluid volume (Kyle et al. 2004). Improved prediction of extracellular and TBW has been obtained
using impedance loci generated by multiple-frequency BIA (Cornish et al. 1993). Predicting body cell
mass with bioimpedance by using more theoretical methods has also been proposed (De Lorenzo et al.
1997). Assessment of hydration change in women during pregnancy and postpartum with bioelectrical
impedance vectors has been used (Lukaski et al. 2007).

Complex impedance data can also be given as modulus and phase. Phase has been used as an index
of nutrition. This is true only in comparison between vectors with the same modulus. For instance,
short vectors with a small phase angle are associated with edema, whereas long vectors with an
increased phase angle indicate dehydration. The prediction error of fat mass is too high for clinical
use (standard error of the estimate in the order of 3-4 L for TBW and 3-4 kg for the fat-free mass)
(Sun et al. 2003).

10.8.4.3 Calibration

Calibration can be done with alternative but cumbersome methods using, for example, deuterium,
underwater weighing, or dual-energy x-ray absorption. Standardization of the type of electrodes used
and their placement is a major concern (Cornish et al. 1999; Kyle et al. 2004).

10.8.5 Electrical Impedance Tomography

There are many examples in medicine where the spatial distribution of a variable is more important
than a single value valid for the whole body or just one small volume. For example, in cancer, the spread
(metastases) must be mapped; in lungs, it is not just the vital capacity, but how different parts of the
lung respond to treatment differently and where in the airway or blood perfusion obstructions occur;
with impedance, it is possible to map a tissue layer (EIT, electrical impedance tomography) defined by
a skin surface multiple-electrode system; clinical application areas are imaging and imaging of small
regions, which can be parameterized and compared (e.g., left and right lung); with thorax imaging,
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FIGURE 10.24 EIT 16-electrode skin surface system. Current is applied to one bipolar electrode pair; the cor-
responding equipotential lines are shown. Signals are picked up with all six corresponding bipolar pairs. A homo-
geneous material model is shown.

determining stroke volume (cardiac output [CO]), pulmonary blood perfusion, and regional lung func-
tion; and furthermore, imaging for brain function, breast cancer screening, gastrointestinal function,
and hyperthermia (Holder 2005).

Electric current is typically injected in one CC electrode pair and the voltages of all the other PU
electrode pairs are recorded. Current injection can then be successively shifted until all electrode pairs
have been used as a CC pair. The quantity measured is a group of transfer impedances.

Typical EIT systems involve 16-32 electrodes in any one plane and operate at frequencies between
10 kHz and 1 MHz. The Sheftield Mark III system (Brown et al. 1994a,b) uses 16 electrodes and injects
current and measures potential drop between interleaved neighboring electrodes to reduce cross talk
(Figure 10.24). Figure 10.24 shows equipotential lines because of a single CC electrode pair. A total of
64 measurements are made at each frequency when driving odd-numbered electrodes and measuring at
even-numbered electrodes. Because of reciprocity (see Section 10.5), this gives 32 independent measure-
ments. Voltage differences can be sampled from all PU electrode pairs (not just neighboring) with any
combination of single or multiple CC electrode pair combinations.

As explained in Section 10.5, the sensitivity to a given local change in resistivity is given by the dot
product of the current vectors resulting from injecting current through the two CC pairs and two PU
pairs, respectively. The sensitivity may hence be highest close to the CC or PU electrodes and lowest
toward the center of the medium. Figure 10.24 shows the equipotential lines, not the sensitivity field of
the CC-PU four-electrode system.

10.8.5.1 Multifrequency EIT

One of the fundamental problems of anatomical imaging based on single-frequency impedance mea-
surements was that the absolute impedance is difficult to determine sufficiently accurately because of the
errors in the positioning of the electrodes, boundary shape, and contact impedance density. Impedance
imaging was, therefore, concerned with impedance changes because of physiological or pathological
processes. With the introduction of multifrequency EIT, the possibility of tissue characterization based
on impedance spectroscopy was introduced. If the frequency response varies significantly between dif-
ferent organs and tissues, it will be easier to achieve anatomical images because the images will be based
on characteristic impedance changes rather than the absolute value of impedance. Indexes, that is, the
relation between measured data at two frequencies may be used, but because of the different charac-
teristic frequencies for different tissues, it has been proved difficult to choose only two frequencies to
match all types of tissue. Hence, typically 8-16 frequencies are used (Brown et al. 1994a) computed
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from the measured data several parameters from a three-component electrical model. They also adapted
the measured data to the Cole impedance equation (Cole 1940). Furthermore, indexes were made by
using the lowest frequency of 9.6 kHz data as a reference and Brown et al. concluded that it may be pos-
sible to identify tissues on the basis of their impedance spectrum and the spectrum of the changes in
impedance.

10.8.5.2 Contactless Data-Acquisition Techniques

Contactless data-acquisition techniques can also be used in EIT. Such systems may involve coils for
inducing currents but with usual PU electrodes. Totally, contactless circuitry is also possible with mag-
netic coils or capacitive coupling both for the current excitation and for measuring the tissue current
response. Contactless systems have been presented at frequencies up to 20 MHz.

10.8.5.3 Invasive EIT

Classical EIT in medicine is with surface electrodes. However, an array with insulated needles but
exposed tips can perform a two-dimensional (2D) recording when measuring during rapid withdrawal
of the array. Intended use is in resuscitation outside hospitals (Martinsen et al. 2010).

10.8.5.4 Image Reconstruction

The algorithms for image reconstruction started with the Sheffield group using back-projection meth-
ods. On the basis of the equipotential lines shown in Figure 10.24, a conformal transformation could
be performed so that the equipotential lines became straight lines. Through many refinement steps, the
end result was that uniform resolution across the image was not possible, the spatial accuracy was about
15% of the body diameter; best at the edge (12%) and gradually worse toward the center where the spa-
tial accuracy may be 20% (Holder 2005). The back projection is based on some conditions that are not
fulfilled: that the problem can be treated as a 2D problem and that the initial resistivity is uniform. Even
if back projection had little theoretical support, it gave the best in vivo results. An alternative to back
projection was the use of a sensitivity matrix. The sensitivity matrix is the matrix of values by which the
conductivity values can be multiplied to give the electrode voltages. The matrix describes how different
parts of the measured object influence on the recorded voltages because of the geometrical shape of the
object. Iterative methods can be used for static imaging; an intelligent guess of the distribution of, for
example, conductivities in the tissue is made initially. The forward problem is then solved to calculate
the theoretical boundary potentials that are compared to the actual measured potentials. The initial
guess is then modified to reduce the difference between calculated and measured potentials and this
process is repeated until the difference is acceptably small. The sensitivity matrix has to be inverted
to enable image reconstruction. This operation is not uncomplicated and many techniques have been
suggested.

10.8.5.5 Advantages and Problems

EIT is basically not tomographic in the way, for instance, computer tomography (CT) is. Photons
reaching a CT detector have followed straight lines after scattered photons have been absorbed in col-
limators. Electric current lines out from a CC electrode spread out in all directions and do not clearly
define a tomographic plane and its thickness. Some important achievements in the pursuit of three-
dimensional (3D) EIT were presented in Nature (Metherall et al. 1996). This leads to a 3D multilayer
aspect as a parallel to the magnetic resonance imaging (MRI) volume-imaging technique. However,
the complexity of both the EIT hardware and software increases considerably by introducing this third
dimension.

A sufficiently precise positioning of the electrodes is difficult and it is easier to work with dynamic
images, which do not depend so much on absolute impedance values. If the tissue shows sufficient dis-
persion, a multifrequency approach has been found useful. Also, time series from changes in the tissue
during recording, for instance, respiration, has proven useful.
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EIT is a fast technique because an image uptake can take less than 1/10 s. The sensors are small and
low priced, and the instrumentation can also be low priced, small, and light weighted.

A new and very interesting application is the monitoring of the distribution of ventilation in the
lungs. Dréger has developed a special EIT application using 15 or 16 electrodes around the chest. It is
used in intensive-care and neonatal units. To operate ventilators in a manner that is correct for each
patient, doctors need reliable data not only on classical respiration parameters valid for the lung volume,
but also on the distribution of the ventilation to assess treatment. The EIT instrumentation is small and
well suited for bedside use delivering information directly in real time. This is in contrast to x-ray, CT,
and MRI instrumentation where the patient usually must be brought to a special examination room.

New application examples are coming up all the time, such as imaging of gastric function, pulmo-
nary ventilation, perfusion, brain hemorrhage, hyperthermia, swallowing disorders, and breast can-
cer. A fundamental difficulty is the considerable anisotropy found in the electrical properties of, for
example, muscle tissue.

10.8.6 Some Additional Applications

10.8.6.1 Impedance Cardiography and Cardiac Output

ICG has been around for a long time (Kubicek et al. 1970) and appreciable activity has been going on
toward clarifying the best method (Hettrick and Zielinski 2006). The electrode systems consist of either
four band electrodes, two in the region of the neck and two around the thorax, or the use of spot elec-
trodes (Kauppinen et al. 1998). The origin of the impedance changes during the cardiac cycle is known.
Physiologically, it is the filling and emptying of the heart, the opening and closing of the valves, the
rapid filling and slow emptying of the aorta, the filling and emptying of the lung vessels, lung tissue, and
surrounding tissue. Clinically, the need for a bedside CO monitor has resulted in intensive research and
many interventional trials (Bernstein 1986). New ways, for example, with the use of the Sigman effect
are still under development (Bernstein 2010).

10.8.6.2 Intrathoracic Impedance and Fluid Status

Active implants, such as pacemakers, cardioverters (ICDs), and neurostimulators, are increasingly using
impedance measurements (Yu et al. 2005; Vollmann et al. 2007). The implants are already equipped
with advanced electronic circuitry and advanced multielectrode catheter systems together with data
storage and communication facilities. Parameters of interest are, for instance, CO, myocardial contrac-
tility, ischemia, and thoracic fluid accumulation.

10.8.6.3 Implant Rejection Monitoring

Transplanted organs, such as heart or kidney, can be followed with impedance measurements using skin
electrodes or implanted leads or catheters (Ollmar 1997).

10.8.6.4 Cancer Detection

For many years, there has been hope that the impedance difference between normal and cancerous tis-
sue is sufficiently large to clinically obtain useful diagnoses. An impedance method is rapid and practi-
cal, but cancer is a serious diagnosis and both sensitivity and specificity must be high. Interesting results
have been obtained with the cervix in nonpregnant and pregnant women. Skin cancer in the breast
has been examined (Jossinet 1996). Perhaps, the most promising results have been presented by Stig
Ollmar’s group (Ollmar et al. 1995) on skin cancer, using a special electrode surface with many very
small and very short needles as a microinvasive technique (Emtestam et al. 1998; Aberg et al. 2004).

10.8.6.5 Sweat Activity

Human skin conductance is very dependent on SA. The SA instrumentation uses skin surface electrodes
for unipolar admittance measurements (Tronstad et al. 2008). Small, portable, and multichannel loggers
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are now available enabling recording of SA under circumstances such as daily errands, exercise, and
sleep. Results show that SA is related to physical exercise, dermatomes, distribution of sweat glands,
and sympathetic activity. With the normal sweating patterns of the healthy population better known,
measurements on hyperhidrosis patients can yield a distinguishing parameter, which can be used for
diagnosis and treatment evaluation.

10.8.6.6 Skin Hydration

SC complex resistivity is very dependent on SC hydration. The hydration is dependent on the SA and
also the relative humidity of the surrounding air in contact with the SC surface. They both influence
the measured admittance but in different ways. The capacitive part of the skin admittance (susceptance)
gives information on SC hydration (Martinsen and Grimnes 2001).

Gravimetric and other methods have been used for in vitro calibration of skin hydration measure-
ments (Martinsen et al. 2008).

10.8.6.7 Needle Positioning

The method is based on precise determinations of local impedance values in tissue surrounding the
tip of a needle (Kalvoy et al. 2009). Such impedance spectra allow determination of the tissue type and
thereby an anatomical positioning of the needle. In some clinical applications, the separation of fat and
muscle is, for instance, crucial. For clinical use, sufficient spatial resolution is obtained cause of the
small sensitivity zone. A needle may be a solid needle or a cannula for simultaneous infusion or biopsy
taking. The method requires a needle with an insulated shaft and a conducting tip in galvanic contact
with the tissue. The method may also be applied in further characterization of tissue state, for example,
oxygenation, content of substances such as lactic acid, and so on.

10.8.6.8 Electrodermal Response

Palmar skin changes both skin potential level and skin conductance as a response to psychophysiological
stimuli (answering questions, doing mathematical calculations, taking a deep breath, being in a stressed
situation, etc.). A committee report (Fowles et al. 1981) recommended the use of DC conductance and
this has been the most popular method since. 0.5 V DC is applied to two electrodes, the current is mea-
sured and the DC conductance calculated. However, a new committee report also recommends using AC
conductance for electrodermal response measurements (Boucsein et al. 2012). By using AC conductance,
it is possible to measure skin potential simultaneously with the same electrode (Grimnes et al. 2011). The
waves are very dependent on the electrode contact and electrolyte used (Tronstad et al. 2010). Potential
response waves may be different from AC response waves and the generation mechanism is unknown.

10.8.6.9 Cell- and Bacteria Suspensions, Coulter Counter

Schwan (1957) wrote an introduction to impedance measurement on cell and bacteria suspensions.
A Coulter counter is a streaming blood cell counter. Two different electrolyte reservoirs equipped with
impedance CC electrodes are connected via a short capillary. The reservoir with the cell suspension is on
higher pressure so that the electrolyte with cells stream through the capillary. Measured impedance is
dominated by the capillary because of its very small diameter. At passage, the impedance goes through a
peak because of the cell membrane. The frequency of the peaks is the number of cells passed per second;
the impedance waveforms are characteristic for different cell types. The cell suspension must have a
concentration so that the probability of two cells in the capillary at the same time is low. The electrolyte
concentration must be adapted to the impedance increase caused by each cell.

10.8.6.10 Rheoencephalography

Although not evident from the title, rheoencephalography is a plethysmographic technique based on
bioimpedance and with focus on cerebral blood flow (Bodo et al. 2004; Grimnes and Martinsen 2008;
Bodo 2010).
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10.8.6.11 Cell Nanometer Motion

Some cells must be in contact with a surface to thrive. When a cell is in contact with a small electrode
surface, the cell’s covering effect results in an impedance increase. The electrode can be of gold and can
have a surface area not very larger than the spread of a single cell. The suspension can contain protein
molecules, which first cover the golden surface so that the cell is attracted to the protein surface. The
basic polarization impedance is, therefore, modified by the protein layer. The impedance is measured,
for example, at 4 kHz. Living cells that are attached to a surface will move around on the electrode sur-
face giving varying impedance. This cell motion corresponds to nanometer movements giving informa-
tion about cell status and behavior (Giaever and Keese 1993).

10.8.6.12 EMG and Neurology Impedance

The action potential is the endogenous bioelectric signal from an excited nerve cell. The process can
be followed by impedance changes as well (Sauter et al. 2009) and in electrical impedance myography
(EIM) (Nie et al. 2006).

10.8.6.13 Electroporation

Electroporation is generation of pores in the cell membranes by short voltage pulses (Weaver and
Chizmadzhev 1996; Pliquett et al. 2007). The cells may die (a sort of nonthermal ablation) or survive.
The generation of pores implies an impedance decrease, which can be detected by an impedance
reduction. Bioimpedance can, therefore, monitor the pore-generating process. In the Coulter counter
the cells pass rapidly through a capillary connecting two electrolytic chambers and are counted and
analyzed. Here, a single cell is mechanically trapped in a hole between two chambers and by pulsing
the two chambers the cell can be electroporated even with low voltages pulses, and the process can be
followed in the stationary cell.
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11.1 Introduction

The practical use of an implantable device for delivering a controlled, rhythmic electric stimulus to
maintain the heartbeat is now approximately 50 years old and has become a standard cardiac therapy.
During this period, circuit density has increased by a factor of more than a million, and devices have
become steadily smaller (from 250 g in 1960 to less than a tenth of that today). Early devices provided
only single-chamber, asynchronous, nonprogrammable pacing coupled with questionable reliability
and short device longevity. Today, advances in a variety of technologies provide dual-chamber mul-
tiprogrammability, rate response, data collection, diagnostic functions, and exceptional reliability.
Moreover, lithium-iodide power sources have extended device longevity to beyond a decade.

The modern pacing system still comprises three distinct components: pulse generator, lead, and pro-
grammer (Figure 11.1). The pulse generator houses the battery; the circuitry, which senses electrical
(and in some cases, physical) activity, configures an appropriate response, and generates the stimulus;
and a transceiver. The lead is an insulated wire that carries the stimulus from the generator to the heart
and relays intrinsic cardiac signals back to the generator. The programmer is a telemetry device used
to provide two-way communications between the generator and the clinician. It can alter the therapy
delivered by the pacemaker and retrieve diagnostic data that are essential for optimally titrating that
therapy over time. Ultimately, the therapeutic success of the pacing prescription rests on the clinician’s
choice of an appropriate system, the use of sound implant technique, and programming focused on
patient outcomes.

This chapter discusses in further detail the components of the modern pacing system and the signifi-
cant evolution that has occurred since its inception. The emphasis here is on system operation; an in-
depth discussion of the fundamental electrophysiology of tissue stimulation can be found in Ellenbogen
et al. (2007).

11-1
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FIGURE 11.1 A pacing system comprises a programmer, pulse generator, and lead.

11.2 Indications

The decision to implant a permanent pacemaker usually is based on the major goals of symptom relief
(at rest and with physical activity), restoration of functional capacity and quality of life, and reduced
mortality. As with other healthcare technologies, the appropriate use of pacing is the intent of indica-
tions guidelines published by professional societies in cardiology. (The most recent version of guidelines
for the United States can be found on the website of the Heart Rhythm Society.)

Historically, pacing has been indicated when there is a dramatic slowing of the heart rate or a failure
in the connection between the atria and ventricles, resulting in decreased cardiac output manifested by
symptoms such as syncope, light-headedness, fatigue, and exercise intolerance. Though this failure of
impulse formation and/or conduction resulting in bradycardia has been the overriding theme of pace-
maker indications, two additional uses have become important:

+ Antitachycardia pacing to terminate inappropriately fast rhythms, typically in the ventricle

o Cardiac resynchronization therapy (CRT) to restore the normal activation sequence of contrac-
tion in the hearts of some patients with heart failure

11.3 Pulse Generators

The pulse generator contains a power source, output circuit, sensing circuit, and a timing circuit.

A telemetry coil is used to send and receive information between the generator and the programmer.
Rate-adaptive pulse generators include the sensor components, along with the circuit, to process the
information measured by the sensor (Figures 11.2 and 11.3).

Modern pacemakers use both read-only memory (ROM) and random-access memory (RAM).
Although RAM provides the ability to store diagnostic data and change feature sets after implantation,
the need to minimize device size and current drain keeps RAM typically on the order of tens of kilo-
bytes in older devices. (Newer devices may have a megabyte or more.) ROM is less susceptible to data
errors; therefore, it is typically used to store essential execution codes. Pacemakers usually have less
ROM than RAM.
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FIGURE 11.2  X-ray view of a pulse generator and two leads.

11-3

All components of the pulse generator are housed in a hermetically sealed titanium case with an
epoxy header block that accepts the lead(s). Because pacing leads are available with a variety of con-
nector sites and configurations, the pulse generator is available with an equal variety of connectors.
The outer casing is laser etched with the manufacturer, model name, type (e.g., single- versus dual-
chamber), model number, serial number, and the lead-connection diagram for each identification. Once
implanted, it may be necessary to use an x-ray to reveal the identity of the generator. Some manufactur-
ers use radiopaque symbols and ID codes for this purpose, whereas others give their generators charac-
teristic shapes.
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FIGURE 11.3 Sample block diagram of a pacemaker.
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11.3.1 Sensing Circuit

Pulse generators have two basic functions, sensing and pacing. Sensing refers to the recognition of
intrinsic cardiac depolarization from the chamber or chambers in which the leads are placed. It is
imperative for the sensing circuit to discriminate between these intracardiac signals and unwanted
electrical interference such as far-field cardiac events, diastolic potentials, skeletal muscle contrac-
tion, and pacing stimuli. Because the desired signals are low-amplitude, extensive amplification
and filtering are typically required. An intracardiac electrogram shows the waveform as seen by
the pacemaker; it is typically quite different from the corresponding event as shown on the surface
ECG (Figure 11.4).

Sensing (and pacing) is accomplished with one of two configurations, bipolar and unipolar (Figure
11.5). In bipolar configuration, the anode and cathode are close together, with the anode at the tip of
the lead and the cathode a ring electrode about 2 cm proximal to the tip. In unipolar configuration,

Chart speed 25.0 mm/s

ECG lead I1 5 mm/mV

VEGM 0.5 mm/mV

T

IA»pace V-sense

FIGURE 11.4 The surface ECG (ECG LEAD II) represents the sum total of the electrical potentials of all depo-
larizing tissue. The intracardiac electrogram (V EGM) shows only the potentials measured between the lead elec-
trodes. This allows the evaluation of signals that may be hidden within the surface ECG.
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FIGURE 11.5 Unipolar versus bipolar pacing.
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the anode and cathode may be 5-10 cm apart. The anode is at the lead tip and the cathode is the pulse
generator itself (usually located in the pectoral region).

In general, bipolar and unipolar sensing configurations have equal performance. A drawback of the
unipolar approach is the increased possibility of sensing noncardiac signals. The large electrode separa-
tion may, for example, sense myopotentials from skeletal muscle movement, leading to inappropriate inhi-
bition of pacing. Many newer pacemakers can be programmed to sense or pace in either configuration.

Once the electrogram enters the sensing circuit, it is scrutinized by a bandpass filter. The frequency
of an R-wave is 10-30 Hz. The center frequency of most sensing amplifiers is 30 Hz. T-waves are slower,
broad signals that are composed of lower frequencies (approximately 5 Hz or less). Far-field signals are
also lower frequency signals, whereas skeletal muscle falls in the range of 10-200 Hz (Figure 11.6).

At implant, the voltage amplitude of the R-wave (and the P-wave, in the case of dual-chamber pacing)
is measured to ensure the availability of an adequate signal. R-wave amplitudes are typically 5-25 mV,
and P-wave amplitudes are 2-6 mV. The signals passing through the sense amplifier are compared to an
adjustable reference voltage called the sensitivity; some pacemakers allow sensitivity settings as low as a
tenth of a millivolt. Any signal below the reference voltage is not sensed, and those above it are sensed.
Higher sensitivity settings (high reference voltage) may lead to substandard sensing, and a lower refer-
ence voltage may result in oversensing. A minimum 2:1 safety margin should be maintained between the
sensitivity setting and the amplitude of the intracardiac signal. The circuit is protected from extremely
high voltages by a Zener diode.

The slope of the signal is also surveyed by the sensing circuit and is determined by the slew rate (the
time rate of change in voltage). A slew rate that is too flat or too steep may be eliminated by the bandpass
filter. On average, the slew rate measured at implant should be between 0.75 and 2.50 V/s.

The most drastic way to deal with undesirable signals is to “blind” the circuit at specific times dur-
ing the cardiac cycle. This is accomplished with blanking and refractory periods. Some of these periods
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FIGURE 11.6 A conceptual depiction of the bandpass filter, demonstrating the typical filtering of unwanted
signals by discriminating between those with slew rates that are too low and/or too high.
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are programmable. During the blanking period, the sensing circuit is turned off; during the refractory
period, the circuit can see the signal but does not initiate any of the basic timing intervals. Virtually all
paced and sensed events begin concurrent blanking and refractory periods, typically ranging from 10
to 400 ms. These are especially helpful in dual-chamber pacemakers in which there exists the potential
for the pacing output of the atrial side to inhibit the ventricular pacing output, with dangerous conse-
quences for patients in complete heart block.

Probably, the most common question asked by the general public about pacing systems is the effect
of electromagnetic interference (EMI) on their operation. EMI outside of the hospital is an infrequent
problem, although patients are advised to avoid sources of strong electromagnetic fields such as arc
welders, high-voltage generators, and radar antennae. Some clinicians suggest that patients avoid stand-
ing near antitheft devices used in retail stores. Airport screening devices are generally safe. Microwave
ovens, ham radio equipment, video games, computers, and office equipment rarely interfere with the
operation of modern pacemakers. A common recommendation regarding cell phones is to keep them
15 cm from the pacemaker.

Several medical devices and procedures can affect pacemakers, however: electrocautery, cardiover-
sion and defibrillation, lithotripsy, diathermy, neurostimulation units, RF ablation, radiation therapy,
and MRI, among others. MRI can have effects through multiple mechanisms other than EMI: force and
torque, current induction, and heating (Al-Ahmad et al. 2010).

Pacemakers affected by interference typically respond with temporary loss of output or tempo-
rary reversion to asynchronous pacing (pacing at a fixed rate, with no inhibition from intrinsic car-
diac events). The usual consequence for the patient is a return of symptoms that originally led to the
pacemaker implant, and pacemaker-dependent patients are placed at clinical risk. Pacemaker manu-
facturers provide extensive information on interference issues via their websites and technical service
phone centers.

11.3.2 Output Circuit

Pacing stimuli are of low energy and short duration: on the order of 10 uJ, delivered in pulses lasting
on the order of a millisecond. Modern permanent pulse generators use a constant-voltage approach: the
voltage remains at the programmed value while the current varies. Pulse amplitudes are typically on the
order of a volt, but in some generators can be as high as 10 V (used for troubleshooting or for pediatric
patients).

The output pulse is generated from the discharge of a capacitor charged by the battery. Most mod-
ern pulse generators contain a 2.8 V battery. The higher voltages are achieved using voltage multipliers
(smaller capacitors used to charge the large capacitor). The voltage can be doubled by charging two
smaller capacitors in parallel, with the discharge delivered to the output capacitor in series. Output
pulses are emitted at a rate controlled by the timing circuit; output is commonly inhibited by sensed
cardiac signals.

11.3.3 Timing Circuit

The timing circuit regulates parameters such as the pacing cycle length, refractory and blanking
periods, pulse duration, and specific timing intervals between atrial and ventricular events. A crys-
tal oscillator generating frequencies in the kilohertz range sends a signal to a digital timing and
logic control circuit, which in turn operates internally generated clocks at divisions of the oscillatory
frequency.

A rate-limiting circuit is incorporated into the timing circuit to prevent the pacing rate from exceed-
ing an upper limit, should a random component failure occur (an extremely rare event). This is also
referred to as “runaway” protection and is typically 180-200 pulses per minute.
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FIGURE 11.7 Remote monitoring systems connect cardiac device patients from home or other location to their
clinics via a secure Internet website.

11.3.4 Telemetry Circuit

Pulse generators have long been capable of two-way communication using near-field inductive coupling
between the pulse generator and the programmer. This has enabled real-time telemetry in which the
pulse generator during clinic visits provides information such as pulse amplitude, pulse duration, lead
impedance, battery impedance, lead current, charge, and energy. The programmer, in turn, delivers
coded messages to the pulse generator to alter any of the programmable features and to retrieve diagnos-
tic data. Signal fidelity is accomplished by using pulse-strings, typically 16 digital pulses in length; each
manufacturer’s devices communicate only with programmers from that manufacturer.

Historically, device monitoring away from the clinic was accomplished transtelephonically. In these
sessions, the patient dons wristband electrodes attached to a device that transmits a rhythm strip over a
landline. More recently, advances in telecommunication technology have enabled the use of cell-phone-
based transmission of essential data directly to a clinic, where it can be viewed via the Internet. This
remote monitoring can provide valuable alerts when certain clinical criteria are met (Figure 11.7).

Most manufacturers in the United States use the medical implant communications service (MICS)
band, established since 1999. This band sets aside the 402-405 MHz frequency range, a range that has
reasonable signal-propagation characteristics in the human body. The increase in wireless and network
connectivity has led to concerns over data privacy and security, and calls to the FDA to establish a policy
in this area (Maisel and Kohno 2010).

11.3.5 Power Source

The longevity of very early pulse generators was measured in hours, but current devices can function for
more than a decade before they need to be replaced due to battery depletion. The clinical desire to have
a generator that is small and full featured, yet also long-lasting, poses a formidable challenge to battery
designers.

Over the years, several different battery technologies have been tried, including mercury-zinc,
rechargeable silver-modified-mercuric-oxide-zinc, rechargeable nickel-cadmium, radioactive plu-
tonium or promethium, and lithium with a variety of different cathodes. Lithium-cupric-sulfide and
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mercury-zinc batteries were associated with corrosion and early failure. Mercury-zinc produced hydro-
gen gas as a by-product of the battery reaction; the venting required made it impossible to hermetically
seal the generator. This led to fluid infiltration followed by the risk of sudden failure.

Lithium-iodide technology has been the workhorse for pacemaker battery applications, with more
than 10 million such devices having been implanted. Their high energy density (on the order of 1 W-h/
cc) and low rate of self-discharge enable small size and good longevity, and their simplicity contributes
to excellent reliability. Typical capacity is in the range of 1-3 A-h. The semisolid layer of lithium-iodide
that separates the anode and the cathode gradually thickens over the life of the cell, increasing the inter-
nal resistance of the battery. The voltage produced by lithium-iodide batteries is inversely related to this
resistance and is linear from 2.8 V to approximately 2.4 V, representing about 90% of the usable battery
life. It then declines exponentially to 1.8 V as the internal battery resistance increases dramatically to
10,000 € or more.

When the battery reaches between 2.0 and 2.4 V (depending on the manufacturer), certain functions
of the pulse generator are altered so as to alert the clinician. These alterations are called the elective
replacement indicators (ERI). They vary from one pulse generator to another and include signature
decreases in rate, a change to a specific pacing mode, pulse duration stretching, and the telemetered bat-
tery voltage. When the battery voltage reaches 1.8 V, the pulse generator may operate erratically or cease
to function and is said to have reached “end of life.” The time period between appearance of the ERI and
end-of-life status averages about 3-4 months (Figure 11.8).

More recently, demands for higher power (e.g., for faster, longer range telemetry) have led to the
emergence of newer battery technologies. One example is the lithium/hybrid-cathode battery, which
has an energy density similar to that of lithium-iodide batteries but power output that is roughly two
orders of magnitude greater. An excellent discussion of battery technology is given in Ellenbogen
et al. (2007).

Many factors besides battery capacity affect longevity, for example, pulse amplitude and duration,
pacing amount and rate, single- versus dual-chamber pacing, use of specialized algorithms, lead design,
and so-called housekeeping functions (those functions other than actual delivery of pacing stimuli).
The total current drain is typically on the order of 10 LA, with most of this in the form of housekeeping
current rather than stimulus current. The programming choices made by clinicians can have a dramatic
effect on longevity: a pacemaker with a projected longevity of 8 years under nominal settings could have
an actual longevity several years more or less than that value.

Voltage drop in this region Voltage drop in this
primarily due to growth region primarily due
of lithium iodide layer to cathode depletion

\
28V \'\
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20V —+
EOL—

Battery voltage
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FIGURE 11.8 The initial decline in battery voltage is slow and then more rapid after the battery reaches the ERI
voltage. An important aspect of battery design is the predictability of this decline so that timely generator replace-
ment can be anticipated.
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11.4 Leads

Standard pacing has traditionally involved the stimulation of one or both chambers (dual-chamber) on
the right side of the heart. Cardiac resynchronization therapy (CRT) typically involves pacing at least
three chambers (currently the right atrium, right ventricle, and left ventricle), and is thus sometimes
called biventricular pacing (Figures 11.9 and 11.10).

Regardless of the specific configuration, implantable pacing leads must be designed not only for
consistent performance within the hostile environment of the body but also for easy handling by the
implanting physician. Every lead has four major components: electrode, conductor, insulation, and con-
nector pin(s) (Figure 11.11). The electrode is located at the tip of the lead and is in direct contact with the
myocardium. Bipolar leads have a tip electrode and a ring electrode (located about 2 cm proximal to the
tip); unipolar leads have tip electrodes only. A small-radius electrode provides increased current density,
resulting in lower stimulation thresholds; it also increases impedance at the electrode-myocardium
interface, thus lowering the current drain further and improving battery longevity. A “high-impedance”
lead may have a tip surface area as low as 1.5 mm?, whereas standard leads have areas four times as large.
A typical value for the impedance “seen” by the pulse generator is 500-1000 €; of this, most arises at the
electrode-myocardium interface rather than in the lead itself.

Small electrodes, however, historically have been associated with inferior sensing performance. Lead
designers were able to achieve both good pacing and good sensing by creating porous-tip electrodes con-
taining thousands of pores in the 20-100 um range. The pores allow the ingrowth of tissue, resulting in

s

b

FIGURE 11.9 Illustration of a dual-chamber pacing system.

FIGURE 11.10 Tllustration of a CRT pacing system.
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electrode coil pin

FIGURE 11.11 The four major lead components.

necessary increase in the effective sensing area while maintaining a small pacing area. Some commonly
used electrode materials include platinum-iridium, Elgiloy (an alloy of cobalt, iron, chromium, molyb-
denum, nickel, and manganese), platinum coated with platinized titanium, and vitreous or pyrolytic
carbon coating a titanium or graphite core.

Another major breakthrough in lead design is the steroid-eluting electrode (Figure 11.12). About
1 mg of a corticosteroid (dexamethasone sodium phosphate) is contained in a silicone core that is sur-
rounded by the electrode material. The “leaking” of the steroid into the myocardium occurs slowly over
several years and reduces the inflammation that results from the lead placement. It also retards the
growth of the fibrous sack that forms around the electrode, which separates it from viable myocardium.
As a result, the dramatic rise in acute thresholds that is seen with nonsteroid leads during the 8-16
weeks postimplant is nearly eliminated.

Once a lead has been implanted, it must remain stable (or fixated). The fixation device is either active
or passive. Active-fixation leads incorporate corkscrew mechanisms, barbs, or hooks to attach them-
selves to the myocardium. Passive-fixation leads are held in place with tines that become entangled in
the net-like lining (trabeculae) of the heart. Passive-fixation leads generally have better acute pacing and
sensing performance but are difficult to remove chronically. Active-fixation leads are easier to remove
chronically and have the advantage of unlimited placement sites. Some implanters prefer to use active-
fixation leads in the atrium and passive-fixation leads in the ventricle.

The conductor carries electric signals to the pulse generator and delivers the pacing pulses to the
heart. It must be strong and flexible to withstand the repeated flexing stress placed on it by the beating

Porous, platinized
tip for steroid
elution

Silicone
rubber plug
containing steroid

\ Tines for

stable fixation

FIGURE 11.12  The steroid-eluting electrode.
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heart. The early conductors were a single, straight wire that was vulnerable to fracturing. They have
evolved into conductors that are coiled (for increased flexibility) and multifilar (to prevent complete
failure with partial fractures). Common conductor materials are Elgiloy and MP35N (an alloy of cobalt,
nickel, chromium, and molybdenum). Because of the need for two conductors, bipolar leads are usually
larger in diameter than unipolar leads. Current bipolar leads have a coaxial design that has significantly
reduced the overall lead diameter.

Insulation materials (typically silicone and polyurethane) are used to isolate the conductor. Silicone
has high biostability and a longer history. Because of low tear strength, however, silicone leads histori-
cally tended to be thicker than polyurethane leads. Another relative disadvantage of silicone is its high
coefficient of friction in blood, which makes it difficult for two leads to pass through the same vein; a
coating applied during manufacturing has diminished this problem. Some forms of polyurethane have
shown relatively high failure rates.

A variety of generator-lead connector configurations and adapters are available. Because incompat-
ibility can result in disturbed (or even lost) pacing and sensing, an international standard (IS-1) has been
developed in an attempt to minimize incompatibility and allow leads from one manufacturer to be used
with generators from another.

Leads can be implanted epicardially and endocardially. Epicardial leads are placed on the outer sur-
face of the heart and require the surgical exposure of a small portion of the heart. They are used when
venous occlusion makes it impossible to pass a lead transvenously, when abdominal placement of the
pulse generator is needed (as in the case of radiation therapy to the pectoral area), or in children (to allow
for growth). Endocardial leads are far more common and perform better in the long term. These leads
are passed through the venous system and into the right side of the heart. The subclavian or cephalic
veins in the pectoral region are common entry sites. Positioning is facilitated by a thin, firm wire stylet
that passes through the central lumen of the lead, stiffening it. Fluoroscopy is used to visualize lead
positioning and to confirm the desired location.

Improvements in lead design are often overlooked, as compared to improvements in generator design,
but the leads used in 1960 required a pulse generator output of 675 uJ for effective stimulation. The evo-
lution in lead technology since then has reduced that figure by two orders of magnitude.

11.5 Programmers and Ongoing Follow-Up

Noninvasive, reversible alteration of the functional parameters of the pacemaker is critical to ongoing
clinical management. For a pacing system to remain effective throughout its lifetime, it must be able to
adjust to the patient’s changing clinical status. The programmer is the primary clinical tool for changing
settings, retrieving diagnostic data, and conducting noninvasive tests.

The pacing rate for programmable pacemakers of the early 1960s was adjusted via a Keith needle
manipulated percutaneously into a knob on the side of the pacemaker; rotating the needle changed the
pacing rate. Through the late 1960s and early 1970s, magnetically attuned reed switches in the pulse
generator made it possible to noninvasively change certain parameters, such as rate, output, sensitivity,
and polarity. The application of a magnet could alter the parameters, which were usually limited to only
one of two choices. It was not until the late 1970s that RF-technology-enabled programmability began
realizing its full potential.

Manufacturers have moved away from dedicated special-use programmers toward a PC-based
design. The newer designs are more flexible, intuitive to use, and easily updated when new devices are
released. They also enable the use of diagnostic and programming options of increasing complexity
(Figure 11.13).

Manufacturers and clinicians alike are becoming more sensitive to the role that time-efficient pro-
gramming and follow-up can play in the productivity of pacing clinics, which may provide follow-up for
thousands of patients a year. The management of the resulting mountains of data is a major challenge,
and sophisticated systems are appearing to help with this task.
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FIGURE 11.13 Typical programmer screen seen during a pacemaker check.

11.6 System Operation

Much of the apparent complexity of the timing rules that determine pacemaker operation is because
of a design goal of mimicking normal cardiac function without interfering with it. One example is the
dual-chamber feature that provides a sequential stimulation of the atrium before the ventricle. Another
example is rate response, designed for patients who lack the normal ability to increase their heart rate in
response to a variety of physical conditions (e.g., exercise). Introduced in the mid-1980s, rate-responsive
systems use some sort of a sensor to measure the change in a physical variable correlated to heart rate.
The sensor output is signal-processed and then used by the output circuit to specify a target pacing rate.
The clinician controls the aggressiveness of the rate increase through a variety of parameters (including
a choice of transfer function). Pacemaker-resident diagnostics provide data helpful in titrating the rate-
response therapy, but most systems operate in “open-loop” fashion: that is, the induced rate changes do
not provide negative feedback to the sensor parameter.

The most common sensor is the activity sensor, which uses any of a variety of technologies (e.g., piezo-
electric crystals and accelerometers) to detect body movement. Systems using a transthoracic-imped-
ance sensor to estimate pulmonary minute ventilation or cardiac contractility are also commercially
available. Numerous other sensors (e.g., stroke volume, blood temperature or pH, oxygen saturation,
and right ventricular pressure) have been researched or market-released at various times. Some systems
are dual-sensor, combining the best features of each sensor in a single pacing system.

To make it easier to understand the gross-level system operation of modern pacemakers, a five-letter
code was developed in 1987 by the North American Society of Pacing and Electrophysiology (NASPE)
and the British Pacing and Electrophysiology Group (BPEG), and was subsequently revised (Bernstein
et al. 2002). In this “Revised NBG Code,” the first letter indicates the chamber (or chambers) that are
paced (Table 11.1). The second letter reveals those chambers in which sensing takes place, and the third
letter describes how the pacemaker will respond to a sensed event. The pacemaker will “inhibit” the
pacing output when intrinsic activity is sensed or will “trigger” a pacing output based on a specific previ-
ously sensed event. For example, in the DDD mode:
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TABLE 11.1 The NASPE/BPEG Generic (NBG) Pacemaker Code

Position I 1I 111 v A%
Category Chamber(s) paced Chamber(s) Response to Rate Multisite pacing
sensed sensing modulation
O = None O = None O = None O = None O = None
A = Atrium A = Atrium T = Triggered R = Rate A = Atrium
modulation
V = Ventricle V = Ventricle I = Inhibited V = Ventricle
D =Dual (A+V) D = Dual (A+V) D =Dual (T+I) D = Dual (A+V)
Mfr designation S = Single S = Single
only
(AorV) (AorV)

Source: Bernstein, A., Daubert J., Fletcher R. et al. 2002. The revised NASPE/BPEG generic code for antibradycardia,
adaptive-rate, and multisite pacing. PACE 23:260-64.

D: Pacing takes place in the atrium and the ventricle.

D: Sensing takes place in the atrium and the ventricle.

D: Both inhibition and triggering are the response to a sensed event. An atrial output is inhibited
with an atrial-sensed event, whereas a ventricular output is inhibited with a ventricular-sensed
event; a ventricular pacing output is triggered by an atrial-sensed event (assuming no ventricu-
lar event occurs during the A-V interval).

The fourth letter in the code reflects the ability of the device to provide a rate response. For exam-
ple, a DDDR device is one that is programmed to pace and sense in both chambers and is capable of
sensor-driven rate variability. The fifth letter is used to indicate the device’s ability to do multisite
pacing.

Pacing in the right ventricle can have deleterious effects in terms of the development of heart failure
and atrial fibrillation. This has led to the development of algorithms that minimize ventricular pacing
in patients whose bradycardia is because of the dysfunction of their sinus node (which functions as
the heart’s natural pacemaker), rather than the dysfunction of their heart’s intrinsic conduction sys-
tem. Excellent discussions of this issue and other sophisticated pacemaker algorithms can be found in
Al-Ahmad et al. (2010).

11.7 Performance and Reliability

Standard pacing is remarkably effective in treating bradycardia, a condition for which there is no accept-
able pharmacological therapy for chronic use. Biventricular pacing is effective in the majority of patients
for which it is indicated, but as many as a third of patients who receive the device are the so-called non-
responders; major efforts at better defining patient selection criteria are ongoing.

Pacemakers are among the most reliable electronic devices ever built: device survival probabilities of
99.9% (excluding normal battery depletion) at 10 years are not unheard of. But despite intensive qual-
ity assurance efforts by manufacturers, the devices do remain subject to occasional failures: the annual
pacemaker replacement rate due to generator malfunction has been estimated at roughly one per 1000
devices implanted, a marked improvement in reliability since the early 1980s (Maisel et al. 2006; Maisel
2006). There have been multiple major advisories and recalls issued by the FDA regarding pacing leads,
with more of these because of problems with the lead insulation than with the lead conductor.

Manufacturers maintain product performance reports on their websites; reports from the largest
manufacturer (Medtronic) date back to the early 1980s. Manufacturers have also established processes
by which a product can be returned to them for failure analysis.
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11.8 Future of Pacing Technology

Permanent cardiac pacing is the beneficiary of four decades of advances in a variety of key technologies:
biomaterials, electrical stimulation, sensing of bioelectrical events, power sources, microelectronics,
transducers, signal analysis, telecommunications, and software development. These advances, informed
and guided by a wealth of clinical experience acquired during that time, have made pacing a cost-effec-
tive cornerstone of cardiac arrhythmia management.

The development of biological pacemakers through the use of, for example, gene therapy, is an active
area of cutting-edge pacing research. Other areas of likely evolution include the following:

o Increased automaticity and optimization of arrhythmia monitoring and therapy delivery, with
greater provision of feedback to clinicians on their programming choices

« More efficient integration of device-generated data into electronic medical record (EMR) systems

« Increased sophistication of resynchronization therapy, with broader ranges of multisite pacing

« Integration of sensors for monitoring a broader range of patients’ clinical status in areas such as
cardiac hemodynamics and ischemia status. (At least one manufacturer already provides a fea-
ture that uses monitoring of transthoracic impedance as a way to assess pulmonary congestion in
heart failure patients with a CRT device)

+ Improved battery technology and circuit density, enabling higher power features without increas-
ing device size

« Greater attention to obtaining cost-effectiveness data for new and existing features
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12.1 Pseudo-Hypertension

Pentz (1999) and Osler (1892) defined pseudo-hypertension as a condition in which the cuff pressure is
higher than the intra-arterial pressure resulting from the presence of an atheromatosis. He hypothesized
that a higher cuff pressure was needed to compress a calcified and sclerotic artery than a normal vessel.
Osler suggested a method for diagnosis of pseudo-hypertension, which was named as Osler’s Maneuver
by Messerli et al. in 1985. The method is as follows: by palpating the pulse less radial or brachial artery
distal to the point of occlusion of the artery with a sphygmomanometer cuff, one can perform the Osler’s
maneuver. The patient is Osler positive if either of these arteries remains palpable despite being pulse
less. However, the patient is Osler negative if the artery collapses and becomes impalpable. In 1985,
Messerli et al. assessed “the palpability of the pulse less radial, or brachial artery distal to a point of
occlusion of the artery manually or by cuff pressure.” They then measured the intra-arterial pressure,
arterial compliance, and systemic hemodynamics of the Osler-positive and Osler-negative patients. The
degree of pseudo-hypertension in the Osler-positive patients, those with pseudo-hypertension, ranged
from 10 to 54 mmHg, which was the difference between cuff and intra-arterial pressure. Osler-positive
subjects had lower arterial compliance, which related to the difference between the cuff and intra-
arterial pressures. This explained the fact that the stiffer the artery, the higher the degree of pseudo-
hypertension. Pseudo-hypertension is thought to occur mostly in the elderly. It advances as arterial
compliance decreases and the sclerosis of the arteries increases with age.

Messerli et al. believed that Osler’s maneuver was the simplest and best test to discriminate patients
with true hypertension from those with a false elevation in blood pressure. However, automatic blood
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pressure monitors are currently not capable of discriminating the presence of pseudo-hypertension.
The frequency of pseudo-hypertension is not certain, but the prevalence of pseudo-hypertension among
the adult population has been estimated to be 7% of the adult population (Oparil et al. 1988). Because
the total healthcare costs of treating hypertension and its complications range from $15.0 billion to
$60.0 billion (Balu and Thomas 2006), the cost of pseudo-hypertension therapy in the United States
is estimated to be $4 billion. Other clinical features of pseudo-hypertension are postural hypotension
in spite of antihypertensive therapy, drug-resistant hypertension, and the absence of end-organ dam-
age. Pseudo-hypertension may also result in dangerous outcome of unnecessary treatments if it is not
recognized (Campbell et al. 1994). The main theory of pseudo-hypertension is the artery disease and
stiffening theory.

There has not been any prior analytical investigation of the arterial stiffening theory of pseudo-
hypertension. The low arterial compliance theory is tested in this chapter via a mathematical model of
oscillometric blood pressure measurement. The computational model will be used to evaluate measure-
ment error introduced by arterial disease or alterations in arterial mechanics in general. Once these
errors are established, the model will then be used to investigate the means by which automated blood
pressure monitor may detect the occurrence of pseudo-hypertension or provide a correction method by
which blood pressure accuracy is improved even in the presence of arterial disease.

12.2 Automatic Oscillometry

Current automatic oscillometric blood pressure monitors use an occlusive arm cuff wrapped around the
subject’s upper arm. The air tubing of the cuff is connected to a pump, a pressure transducer, and an air-
release valve all under computer control. Drzewiecki et al. (1994) proposed a mathematical model of the
oscillometric method in addition to the systolic and diastolic ratios. The oscillometric model included
the mechanics of the occlusive arm cuff, the arterial pressure pulse waveform, and the mechanics of
the brachial artery. The buckling of an artery under a cuff occurred near —2 to 0 mmHg transmural
pressure. This effect resulted in a maximum arterial compliance and maximum cuff pressure oscilla-
tions when the cuff pressure was nearly equal to mean arterial pressure. The model indicated the basic
features of experimental oscillometry: the increasing and decreasing amplitude in oscillations as cuff
pressure decreases, the oscillations corresponding to cuff pressure above systolic pressure, maximum
oscillation amplitudes in the range of 1-4 mmHg, and an oscillatory maximum at cuff pressure equal
to mean arterial pressure, or MAP. This model computed values for the systolic and diastolic detection
ratios of 0.593 and 0.717, respectively, that compared well to the experimental values determined by
other researchers (Geddes 1983). This model is applied to study pseudo-hypertension in this chapter.

12.3 Modeling Methods

The mathematical model of the oscillometry was implemented in MATLAB® according to the details
provided by Drzewiecki et al. (1994). The main elements of the model are brachial artery mechanics,
arterial pressure pulse, and automatic blood pressure detection. A brief review of these elements is now
provided (Pedley 1980, Shapiro 1977).

12.3.1 Artery Mechanics Model

An empirical relation describing nonlinear geometric collapse and nonlinear elastic distension of an
artery is given by

A = (dlog ((a* p) + b))/(1 + exp (-cp)) (12.1)

where A is the area of the lumen, p transmural pressure, and a, b, ¢, d are empirical constants calibrated
for the normal human brachial artery (Drzewiecki et al. 1994, Brower and Noordergraaf 1978).
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12.3.2 Arterial Pulse Pressure Model

The arterial pulse pressure Fourier series of the first two terms of the Fourier series of the human arterial
blood pressure pulse is given by

Pa(f) = MAP + A0 sin (2I1 Fhr/60) + Al (sin (411 Fhr)/60 + ©1) (12.2)

where Pa(t) is the Fourier synthesized arterial pressure as a function of time, Fhr the heart rate, @1 the
phase angle, A0 and A1 are the Fourier constants that approximate the waveform of a human brachial
artery pulse.

It is assumed that arterial blood pressure is independent of any other quantity. This results in systolic
and diastolic pressures that are constant at this location.

Transmural pressure is given by

P="Pa-Pc (12.3)
where P is the transmural pressure, Pa arterial pressure, and Pc cuff pressure. Cuff pressure simulates a

blood pressure recording such that the cuff is inflated to 150 mmHg and then allowed to decrease at a
linear rate according to

Pc=-13/3 t+ 150 (12.4)

12.4 Model Parameters

Table 12.1 provides the control values of the model constants that we have applied in the MATLAB
model. Parameters a and b are related to the arterial wall stiffness and parameters c and d are related to
the arterial closure due to disease and external pressure.

12.5 Computer Modeling

On the basis of the above Drzewiecki et al. mathematical model, a MATLAB program was generated to
model oscillometry for normal and diseased arteries. Pressure was input to Equation 12.1 to generate
the pulsatile lumen area at each value of cuff pressure. The lumen area pulse is then computed continu-
ously while cuff pressure falls.

The local minimum and maximum of the area pulse were found, and their difference provided the
area pulse amplitudes. It was assumed that cuff pressure oscillations are proportionate to the area pulse
so that cuff pressure was not computed directly. This is a good approach because it was shown that the

TABLE 12.1 Control Parameters for Oscillometric Model for Typical Normal Human

Quantity Value Units Function

a 0.03 mmHg Arterial stiffness

b 3.30 Arterial stiffness

c 0.10 Closure stiffness

d 0.08 Closure stiffness

MAP 95.0 mmHg Mean arterial pressure

A0 10.0 First Fourier pulse magnitude
Al 9.0 Second Fourier pulse magnitude
o1 1.2 rad First Fourier pulse phase

Fhr 75.0 beats/min Heart rate frequency
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cuff pressure is simply responding as an arterial volume transducer. The pulse amplitudes were normal-
ized by maximum pulse amplitude to provide the pressure detection ratios. Spline interpolation was
used to accurately calculate the detection ratios: 0.55 and 0.85 that correspond to a diastolic pressure of
68.4 mmHg and a systolic pressure of 107.3 mmHg, respectively. These values are equal to those found
experimentally by Geddes et al. (1983). The arterial pressure input values were a diastolic reading of
82.5 mmHg and a systolic reading of 114 mmHg that corresponded to 0.88 and 0.67, respectively. Hence,
for normal control conditions the oscillometric simulation resulted in 100% accuracy in arterial pres-
sure measurement.

12.5.1 Control Condition Model (Normal Artery)

The control model of the oscillometric blood pressure measurement was represented by the normal
parameters of Table 12.1.

12.5.2 Experimental Condition Model (Pseudo-Hypertension)

To develop the experimental model (stiff artery theory), the arterial mechanics was completely mod-
eled by Equation 12.1. The parameters of this equation represent the artery stiffness over varied
ranges of pressure. Because it was not fully understood how the arterial mechanics and its pressure
area function change with disease, the approach taken here was to perform an evaluation of para-
metric sensitivity. The mechanical parameters a, b, ¢, and d were varied to detect their influence
on blood pressure accuracy. The results of the model for control and experimental conditions are
provided below.

12.6 Results

The arterial pressure pulse as a function of time is illustrated in Figure 12.1. It has fixed waveform that
sets systolic pressure at 112 mmHg and diastolic pressure at 73 mmHg.

Hence, this pulse is the input to the model and is only dependent on time. For any model condition,
the systolic and diastolic pressure would remain fixed at these values. The modeled computer subject
will always have a constant known blood pressure of 112/73 mmHg so that accuracy of blood pressure
measurement can be easily assessed.

Cuff pressure and arterial pressure are input to the arterial mechanics model to yield the arterial
lumen area pulse which is also related to the cuff pressure oscillations as shown in Figure 12.2. In this
example, the cuff pressure was allowed to linearly decrease in pressure according to Equation 12.4.

The control and experimental models each generate lumen area data similar to that of Figure 12.2
because oscillometry is only concerned with the lumen pulse magnitude and lumen area is further
analyzed to find blood pressure.

1. Normal conditions. The maximum and minimum values of each area pulse was computed and
then subtracted from each other to obtain the pulse amplitude at all values of cuff pressure. The
amplitude curve is then normalized by the maximum overall amplitude. This analysis yields
the oscillation amplitude curve shown in Figure 12.3. The amplitudes of the oscillations may
be further analyzed to determine the arterial blood pressure provided the systolic and diastolic
detection ratios are known. Hence, the oscillation amplitude curve is all that is required to deter-
mine blood pressure by means of oscillometry. If the oscillation amplitude curve is altered by any
parameter, it will result in blood pressure determination error.

2. Experimental conditions. To identify sources of blood pressure error, the model parameters were
varied to discover their effect on the oscillation amplitude curve. The model parameters that
are related to arterial mechanics are the parameters a, b, ¢, d of Equation 12.1. The variation in
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FIGURE 12.1 Arterial pressure pulse versus time. Pressure is in mmHg.

Lumen area pulse
0.16 T T T T

0.14 .

012 k

0.1 E

0.08 + E

Area

0.06 b

0.04 4

002 wW” _

Time (s)
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FIGURE 12.3 Control and experimental models: control artery diseased.

parameters a, b, and d by any number did not change their resulting oscillation amplitude curves.
They are shown to be superimposed with the control curve and after normalization. This can be
seen in Figure 12.3 for the results of both the control model shown and variation parameters a, b,
and d. In summary;, it is clear that the oscillation amplitude curve is independent of the arterial
mechanics following the normalization process. Because actual experimental oscillometry always
applies normalization before blood pressure determination, it is clear that this aspect of arterial
mechanics does not result in blood pressure errors and is not responsible for pseudo-hyperten-
sion. However, the variation of parameter c resulted in a very different oscillation amplitude curve
as compared to control. Because parameter c alters the closure mechanics of an artery it is most
closely reflecting arterial disease.

Figure 12.4 shows the control of an experimental oscillation amplitude curve for parameter c. The
blood pressure determination errors resulting from ¢ parameter included pseudo-systolic hypotension
and pseudo-diastolic hypertension. These errors are evident from Figure 12.4 as a shift of the parameter
curve ¢ toward higher cuff pressure in both the systolic and diastolic ranges.

To illustrate the change in arterial mechanics, the cuff pressure area curve was graphed for the model
of the control and diseased arteries in Figures 12.5 and 12.6.

In Figures 12.5 and 12.6, positive and negative values of the pressure are because of dilation and
constriction of the brachial artery, respectively. In comparison with the normal artery shown in Figure
12.5, the lumen area of the diseased artery is less at all pressures and especially for negative pressures.

The pulse error is the problem of every blood pressure monitor, therefore, by varying the pulse
error in the first derivative of the control and experimental models, we observe that for the small and
large pulses, the derivative goes below 0.1 only for the diseased artery. Hence, one can conclude that if
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FIGURE 12.4 Control and experimental models: Control and arteries.

oscillations and maximum derivatives are less than 0.1, the artery is diseased, and it collapses easily and
we also know that artery collapses in pseudo-hypertension (Figures 12.7 through 12.10).

Because the arterial pressure pulse sets the systolic and diastolic pressure at 112 and 73 mmHg, respec-
tively, the effect of any artery parameter may be easily observed. To discover the effect of each arterial
parameter on blood pressure determination accuracy, each artery parameter was varied separately by a
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FIGURE 12.5 Cuff pressure versus area for control artery.
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FIGURE 12.6 Cuff pressure versus area for diseased artery.

factor of 10. Therefore, variations in 4, b, ¢, and d parameters will not affect the above values for systolic
and diastolic pressure. The results are shown in Table 12.2.

Table 12.2 includes the values of systolic and diastolic pressure, % error for the derivative of the oscil-
lometric model for control and the cases when each parameter is multiplied by 10. The negative% errors
correspond to a decrease in pressure, whereas the positive ones correlate with an increase in pressure.
The ¢ parameter causes the largest positive error in blood pressure for diastolic pressure.

1A Normalized derivative plot for control artery: AI = 20
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FIGURE 12.7 Normalized arterial oscillations of the control model for control artery: AI = 20.
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FIGURE 12.8 Normalized oscillations of the control model for control artery: AI = 5.
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FIGURE 12.10 Normalized arterial oscillations of the model of the DISEASED artery Al =5.

TABLE 12.2 Derivative of the Oscillometric Model for Control and Diseased Arteries

Multiplier Parameter Ps Pd % error (Ps) % error (Pd)
*1 (control) a, b, c,and d 105.2 74.9 —6.07 2.71

*10 d 107.3 68.3 —4.2 -6.44
*10 c 108.9 78.7 —-2.77 7.8

*10 b 107.6 70.8 -3.85 -4.1

*10 a 107.3 68.3 —4.2 -6.8

12.7 Discussion and Analysis

The alteration of parameters a, b, ¢, or d represent some alteration in the arterial mechanics of the
subject under study. The analysis here reveals that the parameters a, b, and d caused very little
error in blood pressure measurement and no pseudo-hypertension. This result was also evident from
Figure 12.3, in which the oscillometric oscillation curves for a, b, and d superimposed on the control
curve and expect no change in error. Conversely, the oscillometric oscillations for the ¢ parameter
(Figure 12.4) looked very different from the control oscillations. Parameter c¢ resulted in pseudo-
hypertension for diastolic pressure as seen in Table 12.2. Referring to Figure 12.5 and the arterial
model, parameters a, b, and d affect the positive pressure region, whereas only parameter c affects
the negative pressure portion of the lumen area curve. Negative transmural pressure corresponds
with high cuff pressure and the mechanics of arterial closure and collapse. The presence of arte-
rial disease is most likely to affect the arterial closure because it would enable the artery to close at
higher transmural pressure. Hence, the ¢ parameter is most closely related to artery disease and the
model thereby confirms that artery disease causes pseudo-hypertension in oscillometry as suggested
earlier in this section.
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In the cuff pressure VS area model, the ¢ parameter was still the source of error, especially for diastolic
pressure. It caused pseudo-systolic hypotension and pseudo-diastolic hypertension. By comparing a
large pulse to a small one, we noticed that the derivative went low in the high-pressure zone for the dis-
eased artery and this did not happen for the normal artery; therefore, we came up with a new rule that
we call the oscillometry of false hypertension. At high blood pressure zone with the derivative less than
0.1, the artery is diseased and stiff, and it collapses easily. As mentioned earlier, the true measurement of
the blood pressure should be independent of the arterial mechanics. However, in every modeling experi-
ment, it was found that ¢ was the source of error and its related plot was very different from the rest.
Other parameters like a, b, and d did not change the accuracy of blood pressure measurement before and
after normalization. Normalization did not even correct the inaccuracy caused by the ¢ parameter. In
the case of the diseased artery, the arterial stiffness did increase diastolic pressure by almost 8% (Table
12.2) and this was consistent with the theory of pseudo-hypertension.
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13.1 Introduction

Cardiac output is the amount of blood pumped by the right or left ventricle per unit of time. It is
expressed in liters per minute (L/min) and normalized by division by body surface area in square meters
(m?). The resulting quantity is called the cardiac index. Cardiac output is sometimes normalized to body
weight, being expressed as mL/min per kilogram. A typical resting value for a wide variety of mammals
is 70 mL/min per kg.

With exercise, cardiac output increases. In well-trained athletes, cardiac output can increase fivefold
with maximum exercise. During exercise, heart rate increases, venous return increases, and the ejection
fraction increases. Parenthetically, physically fit subjects have a low resting heart rate, and the time for the
heart rate to return to the resting value after exercise is less than that for subjects who are not physically fit.

There are many direct and indirect (noninvasive) methods of measuring cardiac output. Of equal
importance to the number that represents cardiac output is the left-ventricular ejection fraction (stroke
volume divided by diastolic volume), which indicates the ability of the left ventricle to pump blood.

13.2 Indicator-Dilution Method

The principle underlying the indicator-dilution method is based on the upstream injection of a detect-
able indicator and on measuring the downstream concentration-time curve, which is called a dilution
curve. The essential requirement is that the indicator mixes with all the blood flowing through the cen-
tral mixing pool. Although the dilution curves in the outlet branches may be slightly different in shape,
they all have the same area.

Figure 13.1a illustrates the injection of m g of indicator into an idealized flowing stream having the
same velocity across the diameter of the tube. Figure 13.1b shows the dilution curve recorded down-
stream. Because of the flow-velocity profile, the cylinder of indicator and fluid becomes teardrop in
shape, as shown in Figure 13.1c. The resulting dilution curve has a rapid rise and an exponential fall, as
shown in Figure 13.1d. However, the area of the dilution curve is the same as that shown in Figure 13.1a.
Derivation of the flow equation is shown in Figure 13.1, and the flow is simply the amount of indicator
(m g) divided by the area of the dilution curve (g/mL X s), which provides the flow in mL/s.

13-1
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FIGURE 13.1 Genesis of the indicator-dilution curve.

13.2.1 Indicators

Before describing the various indicator-dilution methods, it is useful to recognize that there are two
types of indicators, diffusible and nondiffusible. A diffusible indicator will leak out of the capillaries.
A nondiffusible indicator is retained in the vascular system for a time that depends on the type of indi-
cator. Whether cardiac output is overestimated with a diffusible indicator depends on the location of the
injection and measuring sites. Table 13.1 lists many of the indicators that have been used for measuring
cardiac output and the types of detectors used to obtain the dilution curve. It is obvious that the indica-
tor selected must be detectable and not alter the flow being measured. Importantly, the indicator must
be nontoxic and sterile.

When a diffusible indicator is injected into the right heart, the dilution curve can be detected in the
pulmonary artery, and there is no loss of indicator because there is no capillary bed between these sites;
therefore, the cardiac output value will be accurate.

13.2.2 Thermal Dilution Method

Chilled 5% dextrose in water (D5W) or 0.9% NaCl can be used as indicators. The dilution curve repre-
sents a transient reduction in pulmonary artery blood temperature following injection of the indicator
into the right atrium. Figure 13.2 illustrates the method and a typical thermodilution curve. Note that
the indicator is really negative calories. The thermodilution method is based on heat exchange measured
in calories, and the flow equation contains terms for the specific heat (C) and the specific gravity (S) of
the indicator (i) and blood (b). The expression employed when a #7F thermistor-tipped catheter is used
and chilled D5W is injected into the right atrium is as follows:



Cardiac Output Measurement

TABLE 13.1 Indicators

Material

Detector

Retention Data

Evans blue (T1824)
Indocyanine green
Coomassie blue
Saline (5%)
Albumin 13!

Na%*, K*#, D,0, DHO

Hot-cold solutions

Photoelectric 640 1
Photoelectric 800 1
Photoelectric 585-600 L
Conductivity cell
Radioactive

Radioactive

Thermodetector

50% loss in 5 days
50% loss in 10 min
50% loss in 15-20 min
Diftusible?

50% loss in 8 days
Diffusible?

Diffusible?

@It is estimated that there is about 15% loss of diffusible indicators during the first pass

through the lungs.

c0=[

A

Volume of indicator injected in mL
Temperature (average of pulmonary artery blood in °C)
= Temperature of the indicator (°C)

Multiplier required to convert mL/s into mL/min
Area under the dilution curve in (s xX°C)

= Specific gravity of indicator (i) and blood (b)
Specific heat of indicator (i) and blood (b)

V(T - T)601[ SC,
SiCo

}p

(§;,C/S,C, = 1.08 for 5% dextrose and blood of 40% packed-cell volume)
F = Empiric factor employed to correct for heat transfer through the injection catheter (for a #7F

()

Inject
indicator

FIGURE 13.2

catheter, F = 0.825 [2]).

— )

Indicator

(b) AT(°C)

02—

0.1

0.0 'é"

T, = 37°C

Temperature
detector

(Area)(°C)(s) e

(T, - T;) 60 C.
co- =T |:S‘C’:|><F

F=0.825
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(13.1)

The thermal indicator—dilution curve

The thermodilution method (a) and a typical dilution curve (b).
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Entering these factors into the expression gives

_ V(I - T,)53.46

A (13.2)

CcOo

where CO = cardiac output in mL/min
53.46 = 60 x 1.08 x 0.825

To illustrate how a thermodilution curve is processed, cardiac output is calculated below using the
dilution curve shown in Figure 13.2.

V = 5mL of 5% dextrose in water
T, = 37°C

T, = 0°C

A = 1.59°Cs

_ 5(37 - 0)53.46

o 1.59

= 6220mL/min

Although the thermodilution method is the standard in clinical medicine, it has a few disadvantages.
Because of the heat loss through the catheter wall, several series 5-mL injections of indicator are needed
to obtain a consistent value for cardiac output. If cardiac output is low, that is, the dilution curve is very
broad, it is difficult to obtain an accurate value for cardiac output. There are respiratory-induced varia-
tions in PA blood temperature that confound the dilution curve when it is of low amplitude. Although
room-temperature D5W can be used, chilled D5W provides a better dilution curve and a more reliable
cardiac output value. Furthermore, it should be obvious that if the temperature of the indicator is the
same as that of blood, there will be no dilution curve.

13.2.3 Indicator Recirculation

An ideal dilution curve shown in Figure 13.2 consists of a steep rise and an exponential decrease in
indicator concentration. Algorithms that measure the dilution-curve area have no difficulty with such
a curve. However, when cardiac output is low, the dilution curve is typically low in amplitude and very
broad. Often the descending limb of the curve is obscured by recirculation of the indicator or by low-
amplitude artifacts. Figure 13.3a is a dilution curve in which the descending limb is obscured by recir-
culation of the indicator. Obviously it is difficult to determine the practical end of the curve, which is
often specified as the time when the indicator concentration has fallen to a chosen percentage (e.g., 1%)
of the maximum amplitude (C,,,,). Because the descending limb represents a good approximation of a
decaying exponential curve (e7¥), fitting the descending limb to an exponential allows reconstruction
of the curve without a recirculation error, thereby providing a means for identifying the end for what is
called the first pass of the indicator.

In Figure 13.3b, the amplitude of the descending limb of the curve in Figure 13.3a has been plotted on
semilogarithmic paper, and the exponential part represents a straight line. When recirculation appears,
the data points deviate from the straight line and therefore can be ignored, and the linear part (repre-
senting the exponential) can be extrapolated to the desired percentage of the maximum concentration,
say 1% of C,.. The data points representing the extrapolated part were replotted in Figure 13.3a to
reveal the dilution curve undistorted by recirculation.
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FIGURE13.3 Dilution curve obscured by recirculation (a) and a semilogarithmic plot of the descending limb (b).

Commercially available indicator-dilution instruments employ digitization of the dilution curve.
Often the data beyond about 30% of C,,, are ignored, and the exponential is computed on digitally
extrapolated data.

13.3 Fick Method

The Fick method employs oxygen as the indicator and the increase in oxygen content of venous blood as
it passes through the lungs, along with the respiratory oxygen uptake, as the quantities that are needed
to determine cardiac output (CO = O, uptake/A — V O, difference). Oxygen uptake (mL/min) is mea-
sured at the airway, usually with an oxygen-filled spirometer containing a CO, absorber. The A - V O,
difference is determined from the oxygen content (mL/100 mL blood) from any arterial sample and the
oxygen content (mL/100 mL) of pulmonary arterial blood. The oxygen content of blood used to be dif-
ficult to measure. However, the new blood-gas analyzers that measure, pH, pO,, pCO,, hematocrit, and
hemoglobin provide a value for O, content by computation using the oxygen-dissociation curve.

There is a slight technicality involved in determining the oxygen uptake because oxygen is consumed
at body temperature but measured at room temperature in the spirometer. Consequently, the volume of
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O, consumed per minute displayed by the spirometer must be multiplied by a factor, F. Therefore, the
Fick equation is

_ O, uptake/min(F)
~ A -V O, difference (13.3)

CO

Figure 13.4 is a spirogram showing a tidal volume riding on a sloping baseline that represents the rest-
ing expirating level (REL). The slope identifies the oxygen uptake at room temperature. In this subject,
the uncorrected oxygen consumption was 400 mL/min at 26°C in the spirometer. With a barometric
pressure of 750 mmHg, the conversion factor F to correct this volume to body temperature (37°C) and

saturated with water vapor is

273+37 D, - PH,0
T273+1 ¢ B -47 (13.4)

where T, is the spirometer temperature, P, is the barometric pressure, and PH,O at T, is obtained from

the water-vapor table (Table 13.2).
A sample calculation for the correction factor F is given in Figure 13.4, which reveals a value for F of

1.069. However, it is easier to use Table 13.3 to obtain the correction factor. For example, for a spirometer

temperature of 26°C and a barometric pressure of 750 mmHg, F = 1.0691.
Note that the correction factor F in this case is only 6.9%. The error encountered by not including it

may be less than the experimental error in making all other measurements.

(a) (b) ]
3600 36001
Subject: 36-Year-old male ]
Height: 59' 10%" 3400 ]
Weight: 175 b 34007
Body surface area: A =W*** x H"*x 71.84 3200 1L 32001
where W= weight in kg ]
H =height in cm 3L 200 mL =
. 2 3L
A=areain cm
_ 2
A=198m 2"808 2800
O, Uptake at 26°C: 400 mL/min HH by
Barometer: 750 mmHg Py, , at 26°C: 25.2 mmHg 2[?08 | i Beginning of quiet |— 2600
O, Uptake correction factor: F HH h HHH C study record
SO I ! 2400
_ 273437 750-252 D CHAHH i — \ 4
273+26 750 -47 2200 = A
ST T e =
. P— S ]
F from table 4.5 = 1.069 D IRV O 72 L
\ UL UL
0, Uptake BTPS: 400 x 1.069 = 427.6 1800 800
Blood O.: —~ 1Y) TN )
z . E— RELGHHHH
Arterial =20 V% F1600 ~ MV D = REL —211600
Mixed venous =15 V% A=Y
Cardiac output: [ 1400 — 1400
- A=Y —
- (20421% = 8552 mL/min F1200 — — 1200
F1L T L
Cardiac index: Stag,
F 400 7
r ~ . = e , —
1= 2222435 Lmin/m? u «—1min—yp L
1.98 n Time 7
F 600 60071

FIGURE13.4 Measurement of oxygen uptake with a spirometer (b) and the method used to correct the measured

volume (a).
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TABLE 13.2 Vapor Pressure of Water

Temp. (°C) 0.0 0.2 0.4 0.6 0.8

15 12.788 12.953 13.121 13.290 13.461
16 13.634 13.809 13.987 14.166 14.347
17 14.530 14.715 14.903 15.092 15.284
18 15.477 15.673 15.871 16.071 16.272
19 16.477 16.685 16.894 17.105 17.319
20 17.535 17.753 17.974 18.197 18.422
21 18.650 18.880 19.113 19.349 19.587
22 19.827 20.070 20.316 20.565 20.815
23 21.068 21.324 21.583 21.845 22.110
24 22.377 22.648 22.922 23.198 23.476
25 23.756 24.039 24.326 24.617 24.912
26 25.209 25.509 25.812 26.117 26.426
27 26.739 27.055 27.374 27.696 28.021
28 28.349 28.680 29.015 29.354 29.697
29 30.043 30.392 30.745 31.102 31.461
30 31.825 32.191 32.561 32.934 33.312
31 33.695 34.082 34.471 34.864 35.261
32 35.663 36.068 36.477 36.891 37.308
33 37.729 38.155 38.584 39.018 39.457
34 39.898 40.344 40.796 41.251 41.710
35 42.175 42.644 43.117 43.595 44.078
36 44.563 45.054 45.549 46.050 46.556
37 47.067 47.582 48.102 48.627 49.157
38 49.692 50.231 50.774 51.323 51.879
39 42.442 53.009 53.580 54.156 54.737
40 55.324 55.910 56.510 57.110 57.720
41 58.340 58.960 59.580 60.220 60.860

The example selected shows that the A-V O, difference is 20 - 15 mL/100 mL blood and that the cor-
rected O, uptake is 400 x 1.069; therefore the cardiac output is

400 x 1.069

€o = (20 - 15)/100

= 8552 mL/min (13.5)

The Fick method does not require the addition of a fluid to the circulation and may have value in such
a circumstance. However, its use requires stable conditions because an average oxygen uptake takes
many minutes to obtain.

13.4 Ejection Fraction

The ejection fraction (EF) is one of the most convenient indicators of the ability of the left (or right) ven-
tricle to pump the blood that is presented to it. Let v be the stroke volume (SV) and V be the end-diastolic
volume (EDV); the ejection fraction is v/V or SV/EDV.

Measurement of ventricular diastolic and systolic volumes can be achieved radiographically, ultra-
sonically, and by the use of an indicator that is injected into the left ventricle where the indicator con-
centration is measured in the aorta on a beat-by-beat basis.
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13.4.1 Indicator-Dilution Method for Ejection Fraction

Holt [1] described the method of injecting an indicator into the left ventricular during diastole and
measuring the stepwise decrease in aortic concentration with successive beats (Figure 13.5). From this
concentration—time record, end-diastolic volume, stroke volume, and ejection fraction can be calcu-
lated. No assumption need be made about the geometric shape of the ventricle. The following describes
the theory of this fundamental method.

Let V be the end-diastolic ventricular volume. Inject m g of indicator into this volume during dias-
tole. The concentration (C,) of indicator in the aorta for the first beat is m/V. By knowing the amount
of indicator (m) injected and the calibration for the aortic detector, C, is established, and ventricular
end-diastolic volume V' =m/C,.

After the first beat, the ventricle fills, and the amount of indicator left in the left ventricle is m — mv/V.
The aortic concentration (C,) for the second beat is therefore m — mV/V = m(1 — v/V). Therefore, the
aortic concentration (C,) for the second beat is

m 1%
C, = V[l - v] (13.6)

By continuing the process, it is easily shown that the aortic concentration (C,) for the nth beat is
m v
- - 13.7
=7 {1 N ] (13.7)

Figure 13.6 illustrates the stepwise decrease in aortic concentration for ejection fractions (v/V) of 0.2
and 0.5, that is, 20% and 50%.

It is possible to determine the ejection fraction from the concentration ratio for two successive beats.
For example,

m 14
C” = Vl:l - V:| (138)

2 3 4 5

Beat number

FIGURE 13.5 The saline method of measuring ejection fraction, involving injection of m g of NaCl into the left
ventricle and detecting the aortic concentration (C) on a beat-by-beat basis.
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Cn+1 /Cn

Beat number

FIGURE 13.6 Stepwise decrease in indicator concentration (C) vs. beat number for ejection fraction (v/V) of 0.5
and 0.2.

m v
C,., = v [1 _ V] (13.9)
Cw+1 v
=1-+ 13.10
C. % (13.10)
m V \n-1
1.0 Co= 77 (1— 7)
0.9 V= End-diastolic volume for
injection of mgm indicator
0.8 m = Mass of indicator injected
during diastole
0.7 - n = Beat number
% v = Stroke volume
- 06
§ S
g Concentration] 1511
£ o5f oncentration
£ 123456
‘;’E 0.4+ Beat number (1)
By
0.3
0.2
0.1}
0.0 1 1 1 1

0 02 04 06 08 10

Concentration ratio (C,,,,/C,)

FIGURE 13.7 Ejection fraction (v/V) vs. the ratio of concentrations for successive beats (C,,,/C,).
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from which

<
o
x

v=1- (13.11)

where v/V is the ejection fraction and C,,,/C, is the concentration ratio for two successive beats, for
example, C,/C, or C,/C,. Figure 13.7 illustrates the relationship between the ejection fraction v/V and the
ratio of C,,,/C,. Observe that the detector need not be calibrated as long as there is a linear relationship
between detector output and indicator concentration in the operating range.
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14.1 Introduction

Cardiac defibrillators are electronic devices that have been used for decades to provide a strong electri-
cal shock to a patient in an attempt to convert a very rapid (and often chaotic), ineffective heart rhythm
to a slower, coordinated, and more effective thythm. When used to treat ventricular fibrillation (VF) or
very rapid ventricular tachycardia the shock may be lifesaving because the heart output is nil or is too
low to sustain life. Occurrence of VF is a medical emergency and rapid treatment (within seconds to
minutes) is essential for survival.

In the case of a moderately accelerated ventricular tachycardia (and impaired heart function), the
electrical shock may be useful for slowing the heart rate so that the heart will beat with a more effec-
tive rhythm and force. The problem in this other category of patients is that the shortened filling time
between contractions does not allow adequate cardiac filling and so blood flow is impaired, but not
eliminated. The circuitous pathway that creates the fast heart rate is interrupted by the shock and slow-
ing of the heart rate after the shock corrects this problem. Usually, this non-VF impairment is compat-
ible with life and, therefore, the urgency for treatment is less, because there is less risk of sudden death.

Another use for defibrillators is to shock either atrial flutter or fibrillation, which are abnormally rapid
atrial rhythms. These atrial rhythms are much less likely to spontaneously proceed rapidly to death than
ventricular arrhythmias. Using electrical shock to treat rapid heart arrhythmias other than VF is usually
referred to as “cardioversion” and hence some users refer to the tachycardia treatment devices as cardio-
vertor—defibrillators. Cardiovertor and defibrillator treatment is different from pacemaker treatment
(discussed elsewhere in this book) because a pacemaker stimulates a slowly beating heart and uses much
weaker shocks. Pacemaking increases the rate of the relatively healthy heart, which increases blood flow.

14.2 Mechanism of Fibrillation

Fibrillation is chaotic electric excitation of the myocardium and results in loss of coordinated mechani-
cal contraction characteristic of normal heart beats. Description of the mechanisms leading to, and
maintaining, fibrillation and other rhythm disorders are reviewed elsewhere [1-3] and are beyond the

14-1
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scope of this chapter. In summary, however, these rhythm disorders are commonly held to be a result
of reentrant excitation pathways within the heart. The underlying abnormality that leads to the mecha-
nism is the combination of an area of conduction block of cardiac excitation, plus rapidly recurring
depolarization of the membranes of the cardiac cells. This leads to rapid repetitive propagation of a
single excitation wave or multiple excitatory waves throughout the heart. If the waves are multiple, the
rhythm may degrade into total loss of synchronization of cardiac fiber contraction. Without synchro-
nized contraction, the chamber affected will not contract, and this is fatal in the situation of VE. The
most common cause of these conditions, and therefore of these rhythm disorders, is cardiac ischemia
or infarction as a complication of atherosclerosis. Additional relatively common causes include other
cardiac disorders, drug toxicity, electrolyte imbalances in the blood, hypothermia, and electric shocks
(especially from alternating current).

14.3 Mechanism of Defibrillation

The corrective measure is to extinguish the rapidly occurring waves of excitation by simultaneously
depolarizing all or most of the cardiac cells with a strong electric shock. The cells can then simultane-
ously repolarize themselves, and this will put them back in phase with each other.

Despite years of intensive research there is still no single theory for the mechanism of defibrillation
that explains all the phenomena observed. However, it is generally held that the defibrillating shock
must be adequately strong and have adequate duration to affect most of the heart cells. In general,
longer duration shocks require less current than shorter duration shocks. This relationship is called
the strength—duration relationship and is demonstrated by the curve shown in Figure 14.1. Shocks of
strength and duration above and to the right of the current curve (or above the energy curve) have
adequate strength to defibrillate, whereas shocks below and to the left do not. From the exponentially
decaying current curve an energy curve can also be determined (also shown in Figure 14.1), which is
high at very short durations because of high current requirements at short durations, but which is also
high at longer durations owing to additional energy being delivered as the pulse duration is length-
ened at nearly constant current. Thus, for most electrical waveforms there is a minimum energy for

Current, energy, and charge

Current (1, AMPs)

Duration (d)

FIGURE 14.1 Strength-duration curves for current, energy, and charge. Adequate current shocks are above and
to the right of the current curve. (Modified from Tacker WA, Geddes LA. 1980. Electrical Defibrillation, Boca
Raton, FL, CRC Press. With permission.)
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defibrillation at approximate pulse durations of 3-10 ms. A strength-duration charge curve can also
be determined as shown in Figure 14.1, which demonstrates that the minimum charge for defibrillation
occurs at the shortest pulse duration tested. Very short duration pulses are not used, however, because
the high current and voltage required is damaging to the myocardium. It is also important to note that
excessively strong or long shocks may cause damage that leads to immediate refibrillation, thus failing
to restore the heart function.

In practice, for a shock applied to the electrodes on the skin surface of the patient’s chest, durations
are on the order of 3-10 ms and deliver 10s of amperes. The energy delivered to the subject by these
shocks is selectable by the operator and for adults is on the order of 50-360 J. The exact shock intensity
required at a given duration of electric pulse depends on several variables, including the intrinsic char-
acteristics of the patient (such as body size, the underlying disease problem or the presence of certain
drugs, and the length of time the arrhythmia has been present), the techniques for electrode application,
and the particular rhythm disorder being treated (highly organized rhythms usually require less energy
than extremely disorganized rhythms).

14.4 Clinical Defibrillators

Defibrillator design has evolved through the years, based on technologic improvements in waveform
shaping, combined with studies of the effectiveness of different waveforms to defibrillate or cardiovert
the various rhythm disorders. Also, decreased time to diagnose the exact rhythm problem is paramount
for success under emergency VF conditions and automated signal processing is important to speed up
rhythm identification and treatment using the best shock strength. Most defibrillators have automated
diagnosis and treatment operating modes and many have manual, nonautomated controls available
for specific uses. The optimal amount of automation depends on how the unit will be used. For exam-
ple, highly automatic external defibrillators (AEDs) are optimal for use by lay persons who may have
no training, such as in an airport. The important goal is to prevent sudden death from VF and quick
response to simple instructions on the defibrillator is desirable. Another use is for home defibrillation if
a defibrillator is kept in the home of a patient who is at high risk for VF. Depending on how, where, and
by whom they will be operated, AEDs may be considered automatic or semiautomatic. Figure 14.2 shows
an AED and Figure 14.3 shows a wearable defibrillator.

However, a defibrillator intended for use in a hospital electrophysiology laboratory, or perhaps in an
ambulance, or a hospital crash cart would have multiple, controllable variables for use by the physician

FIGURE 14.2 AED, showing packaged electrodes in the pouch on the left and the electrical shock generator on
the right. Drawings and text provide visual instructions and audible voice instructions are provided by speakers
in the defibrillator case.
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FIGURE 14.3 Wearable defibrillator for high risk patients.

or EMT who is testing or monitoring for arrhythmias and who may have to diagnose and treat the full
spectrum of cardiac rhythm disorders, sometimes with great urgency. Hence, most defibrillators rou-
tinely used by medical personnel have a built-in control panel, monitor, and synchronizer. Figure 14.4
shows a hospital defibrillator.

Improved defibrillator waveforms have been developed and been advocated during the years from
[1] multiple pulse sine waveform to [2] simple capacitor discharge waveform to [3] damped sine (RLC)
waveform, to [4] monophasic truncated exponential decay waveform, to [5] a pair of truncated expo-
nential waveforms, to [6] paired, biphasic truncated exponential decay waveforms. It is evident that the

FIGURE 14.4 Defibrillator with monitor and control panel for us by trained medical personnel.
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sine waveform and capacitor discharge are less effective and more damaging to the heart than the other
waveforms, but there is still controversy about the benefits and limitations of the other waveforms. All
of them defibrillate reliably but long-term patient survival with low morbidity is often low. (Of course,
many variables other than waveform affect the final outcome.) At present, the biphasic truncated expo-
nential decay waveform is the most widely used.

Optimal shock intensity for defibrillation is also controversial because in adult patients stronger
shocks have a modestly higher success rate, but probably are more likely to damage the myocardium.
Accordingly, experts and users take the position that a weaker first shock should be used for cardiover-
sion, with gradual increase until success occurs. However, for the emergency situation of ventricular
defibrillation, the best sequence (strength of first shock and extent of increases with subsequent shocks)
has not yet been determined.

14.5 Electrodes

Electrodes for external defibrillation are connected to the defibrillator and are of two types; hand held
and self-adhesive. The hand-held ones, shown in Figure 14.5, are most often used by medical personnel
and have a metal surface area between 70 and 100 cm?in. They must be coupled to the skin with an elec-
trically conductive gel material that is specifically formulated for defibrillation to achieve low imped-
ance across the electrode-patient interface. Hand-held electrodes are reusable.

The self-adhesive electrodes are patches wired to the patient through conductive flexible adhesive
which holds the electrode in place, tightly against the skin. Adhesive electrodes are shown in Figure
14.6. They are disposable and are applied to the chest before the delivery of shock. Adhesive electrodes
are left in place for reuse in case subsequent shocks are needed. Electrodes are usually applied with both
electrodes on the anterior chest as shown in Figure 14.7, or in an anterior-to-posterior position, as shown
in Figure 14.8.

14.6 Synchronization

Most defibrillators for use by medical personnel have the feature of synchronization, which is an electronic
sensing and triggering mechanism for application of shock during the QRS complex of the ECG. This is
required when treating arrhythmias other than VF (i.e., cardioverting), because when a patient does not
have VF, inadvertent application of a shock during the T wave of the ECG often produces VF. Selection by
the operator of the synchronized mode of defibrillator operation will cause the defibrillator to automati-
cally sense the QRS complex and apply the shock during the QRS complex. Furthermore, on the ECG dis-
play, the timing of the shock on the QRS is graphically displayed so that the operator can be certain that the
shock will not fall during the T wave (see Figure 14.9). This prevents production of VF by the defibrillator.

FIGURE 14.5 Hand held electrodes for external use.
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FIGURE 14.6 Disposable adhesive electrodes for external defibrillation.

Anterior—anterior

FIGURE 14.7 Cross-sectional view of the chest showing position for standard anterior wall (precordial) electrode
placement. Lines of presumed current flow are shown between the electrodes on the skin surface. (Modified from Tacker
WA (ed). 1994. Defibrillation of the Heart: ICDs, AEDs and Manual, St. Louis, Mosby-Year Book. With permission.)

L-anterior—posterior

FIGURE 14.8 Cross-sectional view of the chest showing position for front-to-back electrode placement. Lines of
presumed current flow are shown between the electrodes on the skin surface. (Modified from Tacker WA (ed). 1994.
Defibrillation of the Heart: ICDs, AEDs and Manual, St. Louis, Mosby-Year Book. With permission.)
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FIGURE 14.9 Timing mark (M) as shown on a synchronized defibrillator monitor. The M designates when in
the cardiac cycle a shock will be applied. The T wave must be avoided, since a shock during the vulnerable period
(VP) may fibrillate the ventricles. This tracing shows atrial fibrillation as identified by the irregular wavy baseline
of the ECG. (Modified from Fein berg B. 1980. Handbook Series in Clinical Laboratory Science, vol. 2, Boca Raton,
FL, CRC Press. With permission.)

14.7 Defibrillator Safety

Defibrillators are potentially dangerous devices because of their high electrical output. The danger to
the patient is that of delivering unsynchronized shocks to a beating heart, a situation which can cause
VE. Other problems include inadvertent shocking of the operator or others in the vicinity of use. Proper
training and careful use are required for safety. Another risk is injuring the patient by applying exces-
sively strong and/or excessive number of shocks. Failure of a defibrillator to operate correctly is a safety
issue because a patient may die of his/her VF.
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Further Information

Detailed presentation of material on defibrillator waveforms, algorithms for ECG analysis, and automatic
defibrillation using AEDs, electrodes, design, clinical use, effects of drugs on shock strength required
to defibrillate, damage because of defibrillator shocks, and use of defibrillators during open-thorax
surgical procedures or trans-esophageal defibrillation are beyond the scope of this chapter. Also,
the historical aspects of defibrillation are not presented here. For more information, the reader is
referred to the publications at the end of the chapter [1-3]. For American, Canadian, and European
defibrillator standards, the reader is referred to the published standards [3-6].






15

Implantable Defibrillators

15.1  INtrOAUCHION wouvvieiieeceeeetcceeteeeeeee et sene e 15-1
15.2 Hardware

Generator « Leads o Programmer

153 Arrhythmia Detection .......cccccvcvernieneierneineineneeneseseneeeienne 15-8
Sensing e Detection « Discrimination
154 Arrhythmia Therapy ... 15-9

Bradycardia Therapy o High-Voltage Antitachycardia Therapy o

Paul A. Belk Low-Voltage Antitachycardia Therapy

St. Jude Medical

15.5 Diagnostics and MONitOring.......ccoeceeeeerrerreurerneeeeersensenneeneees 15-10
Thomas J. Mullen 15.6  CONCIUSION w.vvivieiieeceeece ettt ettt esenenan 15-13
Medtronic RETEIEIICES . ..vvveeeeieiieeeteteetee ettt b s s s aeananns 15-14

15.1 Introduction

The heart is an electromechanical system, in which mechanical pumping function is initiated and coor-
dinated by automatic rhythmic cardiac electrical activity. Transient electrical disturbances in this activ-
ity (cardiac arrhythmias) can immediately cause death. The implantable cardioverter defibrillator (ICD)
is a medical device that can be implanted in a human body and will automatically detect and treat
cardiac arrhythmias. Mirowski et al. [1] first reported on a demonstration of a functioning ICD in 1970.
In his demonstration, he induced a fatal ventricular tachyarrhythmia in a dog. The dog was then suc-
cessfully and dramatically rescued by the automatic operation of a previously implanted ICD. The first
report of successful ICD implantation in humans soon followed [2]. In subsequent decades, advances in
ICD technology have reduced ICD size from more than 200 cm?, originally, to as little as 25 cm?, while
markedly improving functionality, reliability, and longevity. ICDs are now considered as standard of
care for patients at risk for ventricular arrhythmia and are implanted in more than 150,000 patients per
year in the United States alone [3].

Sudden cardiac death (SCD) is defined as abrupt loss of consciousness caused by failure of cardiac
pumping function, generally because of an electrical problem. In certain cases, cardiac activity ceases
completely because cardiac electrical impulse generation fails (bradycardic sudden death). Most com-
monly, however, cardiac electrical activity is present, but is either too rapid for effective mechanical
response or too disorganized for coordinated mechanical response (tachycardic sudden death). Despite
the term, resuscitation from SCD is possible, but lack of prompt treatment is almost invariably fatal.
SCD is responsible for at least 160,000 deaths each year in the United States alone [4].

For most patients, treatment of SCD requires using an external defibrillator, but given the typical
delay between identification of SCD and application of an external device, the chance of surviving SCD
is less than 7% [4]. In contrast to external defibrillators, ICDs virtually guarantee prompt electrical
therapy and one study showed that patients who receive ICD therapy for a lethal ventricular arrhythmia
have greater than 75% chance of surviving for at least a year following the episode [5].

15-1
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However, the expense of the device and associated complications and side effects limit ICD ther-
apy to identifiable high-risk groups. Large numbers of patients in lower-risk groups, in fact, make up
the majority of SCD victims and are currently not indicated or eligible to receive a device. As devices
become less expensive and as therapy improves, more people become eligible. Improvement of device
function would, therefore, potentially save lives of patients not currently indicated and reduce unpleas-
ant side effects in patients who are.

15.2 Hardware

An ICD system consists of the “generator,” which contains all the circuitry and energy storage and the
“leads” that provide electrical connection to the heart (Figure 15.1).

15.2.1 Generator

To understand the construction of the ICD generator, it would be useful to review its required functions.
The generator is implanted subcutaneously, usually in the left upper chest (Figure 15.1), but sometimes in
other locations (abdominally or right chest). It normally remains implanted for between 4 and 10 years,
until it reaches end of service life (through battery depletion). During this time, it must operate without
fail and therefore must be built to the highest standards of quality and reliability. To survive for years
implanted within the human body, the generator must be encased in a hermetically sealed casing that
can withstand the harsh conditions of the human body. The casing is normally constructed of titanium
because of its durability and biocompatibility. Attached to the casing is a “header” that provides ports
into which the leads are inserted. The header provides externalization of the electrical connections with-
out compromising the hermetic seal of the casing. Figure 15.2 shows typical components of a generator.

15.2.1.1 Low-Voltage Requirements

The ICD continuously monitors electrical activity in the heart. It may monitor one or more locations
usually by analyzing the voltage across a bipolar electrode which is in intimate contact with cardiac tis-
sue. Potentials across this electrode are generally between 1 and 20 mV. They are low-pass filtered with
cutoft frequency between 30 and 100 Hz. Electrode impedances vary between 200 and 3000 Q. In addi-
tion to providing therapy for tachyarrhythmias, almost all modern ICDs are capable of providing constant

FIGURE 15.1 Schematic representation of a dual-chamber ICD. The generator is implanted in the pectoral
region. The defibrillation lead (lower) is in the right ventricle, where it is fixed by a helix at the distal (far) end of the
lead. The atrial lead (upper) is secured by flexible tines in the right atrial appendage. (Reproduced with permission
of Medtronic, Inc.)
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FIGURE 15.2 Exploded view of ICD generator components. (Reproduced with permission of Medtronic, Inc.)

low-voltage pacing (at rates of 40-80 beats per minute) in the event of unacceptably slow heart rates (bra-
dycardia). Pacing outputs are on the order of 1-5 V into an impedance of roughly 1 kQ.

15.2.1.2 High-Voltage Requirements

Cardioversion or defibrillation is the electrical termination of arrhythmias using field stimulation.
Unlike pacing, in which cardiac excitation is initiated in and propagates from a small region of tissue
near the electrode, cardioversion must arrest electrical activity by simultaneous stimulation of most of
the heart. In practice, this means establishing a “critical field” across a “critical mass” of cardiac tissue.
This requires a compromise between the electrical response of the tissue and the electrical capabilities
of the device. The electrical response of cardiac cells is complex, but stimulation mostly depends on the
first-order properties of the membrane [6]. Theoretical and experimental studies have shown that the
optimum voltage waveform for stimulation of cardiac tissue is a waveform with a characteristic rise time
comparable to the cell membrane time constant [7,8].

The easiest waveform to deliver from an implantable device, however, is an exponentially decay-
ing, capacitive discharge waveform because the capacitor is the natural high-voltage storage device.
Optimum energy transfer occurs when the time constant of the waveform is similar to the first-order
time constant of the cardiac tissue [6], and the polarity of the pulse is reversed at a prespecified voltage
and then truncated [9,10]. The resulting pulse rises to as much as 750 V, with a duration of several mil-
liseconds, into an impedance of 30-80 Q. The need for phase reversal and truncation requires multiple
high-voltage switches, usually arranged as an “H-bridge.” Typical cardioversion energies are approxi-
mately 30 J, although completely subcutaneous systems (in which the leads are outside the chest cavity)
may require twice that. Modern ICDs are designed for longevities of 4-9 years under the assumption
that they will deliver up to four cardioversion shocks per year or about 500 J of high-voltage output.

15.2.1.3 Battery

Most of the volume of an ICD is required for the long- and short-term energy-storage devices: the
battery and high-voltage capacitor. There is a minimum power, the quiescent energy drain, required
for continuous function of the device; generally about 1 uW, which the battery must deliver continu-
ously for many years, but it must also be able to deliver more than 4 W for 10 s necessary to charge the
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high-voltage capacitors for a 30-40 J cardioversion. The voltage characteristics of the battery must also
be predictable, so that monitoring battery voltage gives adequate warning of end of battery life.

In modern ICDs, the battery chemistry is based on a lithium anode and a silver vanadium oxide
cathode, giving relatively high-energy density and a predictable discharge curve. There are many ways
of using this chemistry, and there are trade-offs between energy density and internal resistance. Internal
battery resistance limits instantaneous power; therefore, it is often useful to sacrifice available energy
density to control internal resistance. Some battery designers choose to make one of the battery elec-
trodes larger than necessary, which limits the increase in internal resistance as the battery depletes,
although at the cost of energy storage.

15.2.1.4 High-Voltage Capacitor

A cardioversion shock is usually a pulse of duration approximately 5 ms, delivered into a resistive load
of approximately 50 Q (3.2 kW). Because no miniature battery is even nearly capable of that voltage or
that power, ICD generators require high-voltage capacitors. Originally, the capacitors were commodity
electronic parts, such as those used for camera flashes, but modern ICD capacitors are designed specifi-
cally for that purpose and are optimized for volume, shape, and resistance. Because energy density at
high voltage is the key design criterion, high-density technologies such as wet electrolytics are chosen
despite their tendency to be leaky and to require periodic recharges to maintain their performance.
Typical high-voltage capacitors have a capacitance of approximately 75 UF and a rating of at least 750 V.

15.2.1.5 High-Voltage Hybrid Circuitry

The high-voltage circuitry in an ICD controls high-voltage pulse duration and polarity, as well as charg-
ing the capacitors. The need to reverse the polarity of the pulse during delivery necessitates an H-bridge
of high-voltage switching components. The need to charge the capacitors from a miniature battery
requires high-voltage DC-to-DC conversion using, for example, a fly-back transformer. In addition to
miniaturization and very high reliability, efficiency is a critical consideration, not only because of device
longevity but also because all components are sealed inside the body, and excessive heat dissipation
would result in tissue damage near the device.

15.2.1.6 Low-Voltage Analog Circuitry

Analog ICD circuitry continuously processes the voltage across the bipolar sensing electrode in contact
with the cardiac tissue. This circuitry filters and rectifies the voltage waveform and provides a time series
of cardiac depolarizations by comparing the amplitude of the processed voltage signal to a continuously
adapting threshold. When the resulting time series is sufficiently fast, the signal is sampled for digital
processing and storage. Depending on the configuration of the signal processing path, some of these
operations are now performed by digital signal processing (DSP) hardware, in which case the analog
components provide anti-alias filtering and sampling.

Most ICDs also monitor other analog signals. Taking regular measurements of the impedance of
the lead systems can give early warning of lead failure. Also, there are signals that can augment ICD
function. ICD patients often have diseases that limit the response of their heart rate to physical activity.
Because virtually all transvenous ICDs are capable of pacing the heart, many ICDs are capable of modu-
lating the pacing rate in response to external cues of activity, such as signals from an accelerometer or
changes in impedance associated with respiration.

15.2.1.7 Digital Circuitry

A modern ICD contains a complete digital computing system, including a microprocessor, random-
access memory (RAM), read-only memory (ROM), programmable nonvolatile memory (such as flash),
and often low-power DSP chips. The most important requirements of this system are ultrahigh reli-
ability and very low-power consumption; therefore, microprocessor bandwidth is usually very small
compared to other systems, but the microprocessor generally handles all high-level tasks, including
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the analysis of the rhythm (determining whether therapy is needed) and sequencing of therapy. It also
handles processing and storage of data records capturing device function and detected arrhythmic epi-
sodes and communication with external devices by telemetry. Critical functions of the ICD often use
code from ROM, but it is increasingly possible to specify device functions in nonvolatile memory or
even RAM, allowing sophisticated modification of ICD behavior and even the temporary implementa-
tion of research functionality.

Because of the susceptibility of writable memory to corruption, memory that contains critical
instructions always has automatic integrity checks. Any evidence of data or code corruption initiates a
“power-on reset (POR)” operation, in which the device returns to a “safe” set of parameters and trusted
programs. POR operation is designed to ensure safety while providing only minimal sophistication.

15.2.2 Leads

Although intimate electrical contact with heart tissue is not necessary for defibrillator operation [11],
direct electrical contact with cardiac tissue facilitates sensing of cardiac activity, especially by avoiding
noise associated with skeletal muscle activity, and also reduces the voltage and energy that must be deliv-
ered to achieve therapeutic effects. Currently, all approved ICDs require direct electrical contact with heart
muscle. This contact is accomplished with “leads,” or insulated conducting systems that connect from a
header on the ICD generator to electrodes in contact with the heart or vascular blood pool (Figure 15.3).

Cardiac lead systems are either epicardial or transvenous. Transvenous lead systems are introduced
through the peripheral veins and routed to the endocardial surface through the superior vena cava and
the atrium, which significantly constrains the geometry of the electrodes and the efficiency of energy
delivery. Epicardial systems, in which the electrodes are in contact with the outer surface of the heart,
historically required thoracic surgery and were therefore largely replaced by less-invasive transvenous
electrodes. Modern epicardial systems can be implanted minimally invasively, but are still not com-
monly used. Epicardial systems generally provide more surface area than transvenous systems and,
therefore, require less energy, and so were used in early ICD systems. They are also often used in pediat-
ric patients because the lead system tends to be less distorted as the patient grows.

High-voltage lead systems consist of several components [12,13]. The proximal end has the con-
nectors that make electrical contact to the header block on the ICD. The lead body is composed of
insulators and conductors that link the poles of the connector to the pace-sensing electrodes and the
one or two high-voltage coil electrodes near the distal end of the lead (Figure 15.4). Lead connec-
tors and ICD headers are standardized so that leads from one manufacturer are fully compatible with
ICDs from any manufacturer. The contemporary low-voltage standard (IS-1) uses a single port for the
low-voltage bipolar electrode and the contemporary high-voltage standard (DF-1) uses one port for
each high-voltage electrode, necessitating a bulky set of connectors and header ports for a single ICD
lead. A new, lower profile standard (DF-4) has been developed by an industry task force, based on a
quadrapolar lead connector that incorporates two high-voltage circuits and a pace-sense circuit within
one connector.

(b)

FIGURE 15.3 (a) A dual-coil, true bipolar ICD lead system. (b) Tips of two leads: one active fixation (helix at tip)
and one passive fixation (tines at tip). (Reproduced with permission of Medtronic, Inc.)
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FIGURE 15.4 Transverse section of high-voltage lead body. (Reproduced with permission of Medtronic, Inc.)

The distal end of the lead has electrodes for delivery of defibrillation therapies, delivery of pacing
therapies, and sensing of cardiac electrograms (EGMs). The pace-sense electrodes are similar to those
in leads for standard implantable pacemakers. “True bipolar” leads have one electrode on the lead tip
and a full ring electrode around the circumference of the lead body approximately 1 cm from the tip.
“Integrated bipolar” leads have a tip electrode and use the distal high-voltage electrode as the other low-
voltage pole. Sensing and pacing can be achieved between the tip and ring electrodes (termed bipolar) or
between one of the lead electrodes and the ICD casing (termed unipolar).

Electrodes are constructed of platinum, iridium, titanium, or alloys of these metals. Delivery of high-
voltage, high-current defibrillation shocks requires significantly larger surface area; hence, transvenous
high-voltage electrodes are designed as exposed coils that spiral along the circumference of the lead and
for multiple centimeters of the lead length. The external casing of the ICD itself usually serves as the
return electrode in the high-voltage therapy current path, but the return path may also include a second
coil electrode on the same lead (dual coil lead), a transvenous coil electrode on an independent lead,
or even a nontransvenous, subcutaneous electrode on an independent lead. Although epicardial leads
share similar electrode and lead body designs, the electrodes are unconstrained by the requirements
for transvenous delivery and typically consist of coil electrodes organized across the surface of a broad
patch that can be affixed to the epicardium.

Some older ICD lead bodies were designed with conductors organized as coaxial coils, but in modern
ICD leads conductors pass through multiple, parallel lumens enclosed in layers of specialized insulat-
ing materials. The conductors are fabricated as cables or multifilar coils or a combination of each, using
materials capable of withstanding the continual mechanical stresses without fracture and having low
resistance to minimize heating and voltage drops. An alloy of nickel, cobalt, chromium and molybde-
num, and MP-35N® is commonly used because of its resistance to fatigue damage, although usually
combined with silver to minimize electrical resistance. Modern ICD leads also incorporate materials
that slowly release steroid so as to limit the electrical degradation of the lead tissue interface due to
inflammatory encapsulation.

Transvenous ICD leads are anchored in the right ventricle by small flexible tines at the lead tip that
intertwine in small structures in the chamber (“passive fixation”) or by a helix at the lead tip that can
be screwed into the myocardial tissue (“active fixation”). The distal defibrillation coil rests within the
right ventricle. Dual coil leads are designed such that the proximal coil is positioned in the superior
vena cava.

In many ICD systems, pacing and sensing are limited to the right ventricle (single-chamber ICDs),
and usually, only a single lead is required. More often, a pace-sense lead is also inserted via the same
transvenous route and is fixed in the right atrium (dual-chamber ICD). The right atrial lead provides
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atrial pacing and sensing and permits the use of more complex dual-chamber tachyarrhythmia sensing,
detection, and discrimination algorithms. In triple-chamber or cardiac resynchronization ICDs, a pace-
sense lead is also placed in a coronary vein of the left ventricle, to allow independent (though limited)
control of left- and right-ventricular depolarization timing.

Although it is tempting to regard them simply as wires, ICD leads are complex medical devices in
their own right. The ICD lead must be capable of sensing millivolt-level cardiac electrical activity, deliv-
ering low-voltage pacing pulses (occasionally in short-cycle length bursts) and delivering high-voltage,
high-current rescue shocks while withstanding the associated thermal and electrical stresses. It must
also withstand the significant biochemical stresses to which any implanted medical device is subjected
as well as large mechanical stresses imposed by the movement of the arm and upper body and the repeti-
tive mechanical (torsional and bending) stresses associated with implant in or on a beating heart.

15.2.3 Programmer

The automatic behavior of ICDs is controlled by a large number (often more than 100) of adjustable
parameters. These parameters allow clinicians to tune arrhythmia detection behaviors, determine
the sequences and types of arrhythmia therapies to be delivered, and set the characteristics of brady-
cardia pacing. In addition, ICDs often store large amounts of diagnostic data about the device func-
tion as well as physiologic parameters such as time-dependent electrical response of the heart and a
history of selected arrhythmia episodes. Transfer, modification, and interpretation of this informa-
tion are traditionally controlled by an external device (a “programmer”), which communicates with
the ICD via radio frequency (RF) telemetry (Figure 15.5). Historically, communication between the
implanted device and the programmer required placement of a transmitter/receiver unit on the skin
in close (a few centimeters) proximity to the location of the implanted device. More recently, with the
definition of a dedicated medical devices frequency band, long distance (multiple meters) or “non-
contact” telemetry is becoming more widely available. In this way, a clinician can program the func-
tion of the device or retrieve diagnostic information from a programmer located in the same room
with the patient.

Telemetry communication to and from the implanted device can also be used in the home. In fact,
home monitors are available for most ICDs. The home monitor can interrogate a device and provide
valuable diagnostic data to clinicians via telephone or Internet uplinks. Although the technology already

snnennnes

FIGURE 15.5 Programmer with transmitter/receiver unit that is placed in the vicinity of the implanted ICD.
Long-range telemetry now eliminates the need for the transmitter/receiver in many ICD systems. (Reproduced with
permission of Medtronic, Inc.)
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exists to allow it, at this time, due in part to safety concerns, there is limited remote programmability of
device parameters permitted.

15.3 Arrhythmia Detection

Arrhythmia detection is and has been a critical area of development for modern ICDs. All ICDs are
designed with a bias for overtreatment because the consequence of undertreatment may be death.
This was initially relatively unimportant because patients indicated for ICD therapy had already
survived multiple episodes of SCD. As indications expand to lower risk groups, however, the risk of
overtreatment increases substantially and overtreatment is often unacceptable to otherwise healthy
patients at risk for SCD. More sophisticated detection is the primary means for addressing this
problem.

The steps that lead from analysis of cardiac rhythm to delivery of ICD therapy can be consid-
ered as three distinct subprocesses: sensing, detection, and discrimination. Although the technol-
ogy is evolving, it is useful to think of sensing as primarily a problem in analog signal processing
and detection as the digital processing of the sensed information. Given that a potentially dangerous
tachyarrhythmia is detected, the discrimination subsystem analyzes aspects of the rhythm to deter-
mine whether it can be reliably classified as benign, usually meaning that the arrhythmia is the result
of rapid atrial depolarization, and therefore does not significantly degrade cardiac pumping function.
The discrimination subsystem can then withhold therapy for as long as the rhythm can be classified as
benign, although many ICDs include a “high-rate timeout” feature that guarantees therapy delivery
(i.e., overrides the discrimination subsystem), after a fixed period of time. Yet, despite advances in
detection, the basis of ICD therapy delivery is ventricular rate and duration, just as was the case for
the first commercial ICD systems.

15.3.1 Sensing

ICDs continuously monitor the voltage across a bipolar electrode (the near-field EGM). The signal is
affected by any nearby electrical activity, including local and distant cardiac activity, activity of skeletal
muscles, and external fields such as household power and alternating current motors. In practice, the
only aspect of the EGM that is of interest for initial detection of ventricular arrhythmia is associated
with local tissue depolarization. This part of the EGM is called the R-wave, in analogy to a similar signal
on the surface of the electrocardiogram. (Note that dual-chamber ICDs perform similar operations on
the atrial EGM.) The purpose of sensing is to reliably identify the timing of the R-wave, without being
affected by other deflections in the EGM. This has generally been an analog operation, although the
incorporation of low-power DSP components has steadily grown and digital operation will soon become
the dominant implementation.

Sensing is accomplished through filtering, rectifying, and then thresholding. Filtering effectively iso-
lates the R-waves from the other components in the EGM signals. The other cardiac signals, including
Ventricular repolarization (T-wave), are lower in frequency than the R-wave; therefore, most devices
use high-pass filtering with cutoff between 10 and 20 Hz. External signals, including skeletal muscle
depolarizations and electrical interference are largely common-mode signals, although they are dimin-
ished by low-pass filtering. Many ICDs, therefore, use low-pass cutoffs of less than 50 Hz, and most filter
below 100 Hz.

After filtering, R-waves may be identified by rectification and comparison to a threshold, although a
static threshold would be inadequate because the amplitude of filtered R-waves is unpredictable. In par-
ticular, pathological R-waves, which the device must detect to deliver therapy, can change substantially
as a result of the pathology. In ventricular fibrillation (VF), the most lethal of ventricular arrhythmias,
the R-waves can become much smaller than normal and often exhibit high variability.
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In practice, this problem is solved by continuous adaptation of either the threshold or the signal gain.
The detection sensitivity is lowest (highest threshold) immediately after identification of an R-wave, and
generally set to a level that would only identify features of similar magnitude. In the absence of further
identified activity, the sensitivity increases continuously toward a predefined maximum, ensuring that
the largest features in a time-varying signal will be identified.

15.3.2 Detection

ICD detection algorithms primarily rely on the time sequence of R-waves determined by the sensing
subsystem. It is fundamentally rate based. When the rate of identified R-waves is higher than a prespeci-
fied threshold, and for a prespecified duration, therapy is presumed to be required unless secondary
considerations classify the tachycardia as benign.

15.3.3 Discrimination

Tachycardias are generally classified as ventricular or supraventricular. Ventricular tachycardia (VT)
is due to primary ventricular dysfunction and is often acutely dangerous. Supraventricular tachycardia
(SVT) is almost never immediately dangerous and does not necessarily respond to ICD therapy; hence,
the treatment of SVT by an ICD is generally considered undesirable. The discrimination subsystem
identifies rhythms that are sufficiently fast to treat (tachycardia), but are not ventricular in origin (SVT).
Again, the bias of the device is to overtreat because the erroneous treatment of SVT is considered prefer-
able to failure to treat a potentially lethal Ventricular.

Discrimination can be pattern based, morphology based, or a combination of the two approaches.
In pattern-based discrimination, specific features of the time sequence of events are used to classify the
rhythm as SVT. The patterns indicative of SVT include timing irregularity (unless all R-R intervals are
shorter than a fixed cutoff), gradual acceleration of the R-R intervals, or, in dual-chamber ICDs, certain
specific relationships between the timing of atrial and ventricular events.

Morphology-based discrimination uses the shape of the R-wave to identify SVT. SVT, like normal
cardiac rhythm, uses the specialized cardiac conduction system to depolarize the ventricle. Therefore,
there is a characteristic R-wave morphology that is preserved in SVT but not in Ventricular. Morphology
analysis is most informative when it samples large regions of the heart; therefore, it usually makes use
of the vector between the high-voltage electrodes, unlike sensing, which uses the low-voltage electrodes.
It also requires a method for storing the characteristics of the normal morphology. The storage system
can be as simple as a characteristic R-wave width or may include many components of the morphology
using a system such as wavelet decomposition.

15.4 Arrhythmia Therapy

Modern ICDs provide low- and high-voltage therapy that can support the cardiac rhythm when the
heart is beating too slowly (bradycardia) or when the electrical rhythm becomes uncontrolled and too
fast (tachycardia).

15.4.1 Bradycardia Therapy

Bradycardia therapy in a modern ICD is virtually indistinguishable from that in a modern pace-
maker. All ICDs are capable of ventricular demand pacing at adjustable rates and many are capable
of rate-responsive pacing, in which the rate of pacing is modulated by external activity cues such as
accelerometer signals or measured respiration rate. Dual-chamber ICDs have the same pacing capa-
bilities as dual-chamber pacemakers, providing rate-responsive pacing in the atrium and ventricle,
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as well as coordinated AV pacing. Triple-chamber or cardiac resynchronization therapy ICDs can
stimulate the ventricles independently to improve pumping function when the specialized ventricu-
lar conduction system is damaged.

15.4.2 High-Voltage Antitachycardia Therapy

Ventricular tachycardia (VT) is the result of uncontrolled electrical activity in the ventricle. This
activity may be coordinated or uncoordinated. The definitive therapy for Ventricular is external stim-
ulation by an electric field sufficiently large to reset the electrical activity of most ventricular cells. This
ends the previous (uncontrolled) electrical activity and allows the reestablishment of normal cardiac
activity. As explained earlier, this requires depolarization of a “critical mass” of tissue by a high-volt-
age discharge. When high-voltage therapy is delivered, an attempt is made to synchronize the delivery
with a detected R-wave. A synchronized shock is termed “cardioversion,” whereas an unsynchronized
shock is termed “defibrillation” because VF has no coherent electrical activity, and therefore no basis
for synchronization (Figure 15.6).

15.4.3 Low-Voltage Antitachycardia Therapy

Although high-voltage therapy is highly effective, it can be an unpleasant experience to the patient and
also requires significant energy from the battery. Studies have shown that most Ventricular occurring
in patients with ICDs is monomorphic, meaning that ventricular electrical activity, although uncon-
trolled, is still coordinated [14,15]. The same studies have shown that as many as 75% of these episodes
can be terminated by overdrive pacing, termed “antitachycardia pacing (ATP)” (Figure 15.7). The exact
timing of the ATP pulses seems to be a significant factor in ATP efficacy and many timing algorithms
are available in ICDs. The most commonly used algorithms are “burst” ATP, in which a fixed number of
pacing pulses are delivered at a constant fraction of the Ventricular cycle length, and “ramp,” or “scan”
ATP, in which the interval between pulses is decreased by a specified amount for each pulse. More com-
plex algorithms for ATP have been studied, including combinations of burst and ramp, and methods
for choosing the ideal ATP parameters automatically. As yet, nothing has proven to be superior to the
delivery of eight pulses at 88% of the Ventricular cycle length [16].

15.5 Diagnostics and Monitoring

Due to memory and energy limitations, early ICDs had limited capability for recording diagnostic data.
Today, all ICDs provide some capability for recording of cardiac EGMs and of counters that provide a
history of ventricular arrhythmic events and therapies delivered. These data are clinically valuable for
determining the appropriateness of device detection and therapy settings. The devices typically supple-
ment the EGM data with simultaneous information about beat-to-beat device function in a “marker
channel” (Figures 15.6 and 15.7). Devices also report on battery status to provide early warning for elec-
tive device replacement and continuously monitor lead integrity.

An implanted device also offers a unique opportunity for continuous ambulatory collection and
trending of physiologic information. Today’s devices can provide a history of the incidence and duration
of atrial arrhythmias, track heart rate 24 hours/day, and provide estimates of heart rate variability on a
daily basis (Figure 15.8). In addition, many devices are equipped with accelerometers that can be used
to estimate and track patient activity [17,18]. Other devices track the impedance between electrodes
and the ICD housing as a measure of fluid volume in the chest that can be useful in the management
of patients with heart failure [19,20]. The addition of implanted sensors to ICDs promises to offer new
opportunities for providing important clinical information.
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Cardiac Compass Report
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FIGURE 15.8 A diagnostics report issued from an ICD based on stored data. (Reproduced with permission of
Medtronic, Inc.)

15.6 Conclusion

The ICD is an established therapy for patients at risk of life-threatening ventricular arrhythmias. It is a
complex medical device that incorporates many advances in low-energy electronics and biomaterials.
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To date, it is one of the few therapies proven to extend life in patients at risk of SCD and is the only
effective therapy for patients who experience an episode of SCD. Beyond this fundamental therapy, the
modern ICD is also a fully functional pacemaker and cardiac resynchronization device and provides
diagnostic capabilities. The future use of the ICD, particularly in the large fraction of patients who cur-
rently do not survive their first episode of SCD will depend on reducing the cost of manufacture and
implantation, increasing reliability and longevity, reducing undesirable device side effects such as pain-
ful or inappropriate high-voltage therapy, and extending diagnostic capabilities to increase the useful-
ness of the ICD in the management of patients.
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16.1 Functional Electrical Stimulation

Implantable stimulators for neuromuscular control are the technologically most advanced versions of
functional electrical stimulators. Their function is to generate contraction of muscles, which cannot be
controlled volitionally because of the damage or dysfunction in the neural paths of the central nervous
system (CNS). Their operation is based on the electrical nature of conducting information within nerve
fibers, from the neuron cell body (soma), along the axon, where a traveling action potential is the carrier
of excitation. While the action potential is naturally generated chemically in the head of the axon, it may
also be generated artificially by depolarizing the neuron membrane with an electrical pulse. A train of
electrical impulses with certain amplitude, width, and repetition rate, applied to a muscle innervating
nerve (a motor neuron) will cause the muscle to contract, very much like in natural excitation. Similarly,
a train of electrical pulses applied to the muscular tissue close to the motor point will cause muscle con-
traction by stimulating the muscle through the neural structures at the motor point.

16-1
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16.2 Technology for Delivering Stimulation Pulses
to Excitable Tissue

A practical system used to stimulate a nerve consists of three components (1) a pulse generator to gener-
ate a train of pulses capable of depolarizing the nerve, (2) a lead wire, the function of which is to deliver
the pulses to the stimulation site, and (3) an electrode, which delivers the stimulation pulses to the excit-
able tissue in a safe and efficient manner.

In terms of location of the above three components of an electrical stimulator, stimulation technology
can be described in the following terms:

Surface or transcutaneous stimulation, where all three components are outside the body and the
electrodes are placed on the skin above or near the motor point of the muscle to be stimulated. This
method has been used extensively in medical rehabilitation of nerve and muscle. Therapeutically, it has
been used to prevent atrophy of paralyzed muscles, to condition paralyzed muscles before the applica-
tion of functional stimulation, and to generally increase the muscle bulk. As a functional tool, it has
been used in rehabilitation of plegic and paretic patients. Surface systems for functional stimulation
have been developed to correct drop-foot condition in hemiplegic individuals (Liberson et al., 1961), for
hand control (Rebersek and Vodovnik, 1973), and for standing and stepping in individuals with paraly-
sis of the lower extremities (Kralj and Bajd, 1989). This fundamental technology was commercialized
by Sigmedics, Inc. (Graupe and Kohn, 1998). The inability of surface stimulation to reliably excite the
underlying tissue in a repeatable manner and to selectively stimulate deep muscles has limited the clini-
cal applicability of surface stimulation.

Percutaneous stimulation employs electrodes which are positioned inside the body close to the struc-
tures to be stimulated. Their lead wires permanently penetrate the skin to be connected to the external
pulse generator. State of the art embodiments of percutaneous electrodes utilize a small-diameter insu-
lated stainless steel lead that is passed through the skin. The electrode structure is formed by removal
of the insulation from the lead and subsequent modification to ensure stability within the tissue. This
modification includes forming barbs or similar anchoring mechanisms. The percutaneous electrode is
implanted using a hypodermic needle as a trochar for introduction. As the needle is withdrawn, the
anchor at the electrode tip is engaged into the surrounding tissue and remains in the tissue. A connector
at the skin surface, next to the skin penetration point, joins the percutaneous electrode lead to the hard-
wired external stimulator. The penetration site has to be maintained and care must be taken to avoid
physical damage of the lead wires. In the past, this technology has helped develop the existing implant-
able systems, and it may be used for short and long term, albeit not permanent, stimulation applications
(Marsolais and Kobetic, 1986; Memberg et al., 1993).

The term implantable stimulation refers to stimulation systems in which all three components, pulse
generator, lead wires, and electrodes, are permanently surgically implanted into the body and the skin
is solidly closed after the implantation procedure. Any interaction between the implantable part and the
outside world is performed using telemetry principles in a contact-less fashion. This chapter is focused
on implantable neuromuscular stimulators, which will be discussed in more detail.

16.3 Stimulation Parameters

In functional electrical stimulation, the typical stimulation waveform is a train of rectangular pulses.
This shape is used because of its effectiveness as well as relative ease of generation. All three parameters
of a stimulation train, that is, frequency, amplitude, and pulse-width, have effect on muscle contraction.
Generally, the stimulation frequency is kept as low as possible, to prevent muscle fatigue and to conserve
stimulation energy. The determining factor is the muscle fusion frequency at which a smooth muscle
response is obtained. This frequency varies; however, it can be as low as 12-14 Hz and as high as 50 Hz.
In most cases, the stimulation frequency is kept constant for a certain application. This is true both for
surface as well as implanted electrodes.
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With surface electrodes, the common way of modulating muscle force is by varying the stimulation
pulse amplitude at a constant frequency and pulse-width. The stimulation amplitudes may be as low
as 25V at 200 ps for the stimulation of the peroneal nerve and as high as 120 V or more at 300 ps for
activation of large muscles such as the gluteus maximus.

In implantable stimulators and electrodes, the stimulation parameters greatly depend on the implan-
tation site. When the electrodes are positioned on or around the target nerve, the stimulation amplitudes
are on the order of a few milliamperes or less. Electrodes positioned on the muscle surface (epimysial
electrodes) or in the muscle itself (intramuscular electrodes), employ up to ten times higher amplitudes.
For muscle force control, implantable stimulators rely either on pulse-width modulation or amplitude
modulation. For example, in upper extremity applications, the current amplitude is usually a fixed
parameter set to 16 or 20 mA, while the muscle force is modulated with pulse widths within 0-200 ps.

16.4 Implantable Neuromuscular Stimulators

Implantable stimulation systems use an encapsulated pulse generator that is surgically implanted and
has subcutaneous leads that terminate at electrodes on or near the desired nerves. In low power con-
sumption applications such as the cardiac pacemaker, a primary battery power source is included in
the pulse generator case. When the battery is close to depletion, the pulse generator has to be surgically
replaced.

Most implantable systems for neuromuscular application consist of an external and an implanted
component. Between the two, an inductive radio-frequency link is established, consisting of two
tightly coupled resonant coils. The link allows transmission of power and information, through the
skin, from the external device to the implanted pulse generator. In more advanced systems, a back-
telemetry link is also established, allowing transmission of data outwards, from the implanted to the
external component.

Ideally, implantable stimulators for neuromuscular control would be stand alone, totally implanted
devices with an internal power source and integrated sensors detecting desired movements from the
motor cortex and delivering stimulation sequences to appropriate muscles, thus bypassing the neural
damage. At the present developmental stage, they still need a control source and an external controller
to provide power and stimulation information. The control source may be either operator driven, con-
trolled by the user, or triggered by an event such as the heel-strike phase of the gait cycle. Figure 16.1
depicts a neuromuscular prosthesis developed at the Case Western Reserve University (CWRU) and
Cleveland Veterans Affairs Medical Center for the restoration of hand functions using an implantable

Transmitting coil —

N\ Shoulder position
Implanted stimulator/receiver ——~ \ _~ transducer
NN e
Stimulating electrodes o i
N /' st
// \ & .‘/
’/ \\t 9 }.~
Q \'\

External control unit

FIGURE 16.1 Implanted FES hand grasp system.
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FIGURE 16.2 Block diagram of an implantable neuromuscular stimulator.

neuromuscular stimulator. In this application, the patient uses the shoulder motion to control opening
and closing of the hand.

The internal electronic structure of an implantable neuromuscular stimulator is shown in Figure
16.2. It consists of receiving and data retrieval circuits, power supply, data processing circuits, and out-
put stages.

16.4.1 Receiving Circuit

The stimulator’s receiving circuit is an LC circuit tuned to the resonating frequency of the external
transmitter, followed by a rectifier. Its task is to provide the raw DC power from the received rf signal
and at the same time allow extraction of stimulation information embedded in the rf carrier. There
are various encoding schemes allowing simultaneous transmission of power and information into an
implantable electronic device. They include amplitude and frequency modulation with different modu-
lation indexes as well as different versions of digital encoding such as Manchester encoding where the
information is hidden in a logic value transition position rather than the logic value itself. Synchronous
and asynchronous clock signals may be extracted from the modulated carrier to drive the implant’s logic
circuits.

The use of radiofrequency transmission for medical devices is regulated and in most countries lim-
ited to certain frequencies and radiation powers. (In the United States, the use of the rf space is regulated
by the Federal Communication Commission [FCC].) Limited rf transmission powers as well as conser-
vation of power in battery operated external controllers dictate high coupling efficiencies between the
transmitting and receiving antennas. Optimal coupling parameters cannot be uniformly defined; they
depend on application particularities and design strategies.

16.4.2 Power Supply

The amount of power delivered into an implanted electronic package depends on the coupling between
the transmitting and the receiving coil. The coupling is dependent on the distance as well as the align-
ment between the coils. The power supply circuits must compensate for the variations in distance for
different users as well as for the alignment variations due to skin movements and consequent changes in
relative coil-to-coil position during daily usage. The power dissipated on power supply circuits must not
raise the overall implant case temperature.

In implantable stimulators that require stimulation voltages in excess of the electronics power supply
voltages (20-30 V), the stimulation voltage can be provided directly through the receiving coil. In that
case, voltage regulators must be used to provide the electronics supply voltage (usually 5 V), which heav-
ily taxes the external power transmitter and increases the implant internal power dissipation.
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16.4.3 Data Retrieval

Data retrieval technique depends on the data-encoding scheme and is closely related to power supply
circuits and implant power consumption. Most commonly, amplitude modulation is used to encode
the in-going data stream. As the high quality factor of resonant LC circuits increases the efficiency of
power transmission, it also effectively reduces the transmission bandwidth and therefore the trans-
mission data rate. Also, high quality circuits are difficult to amplitude modulate since they tend to
continue oscillating even with power removed. This has to be taken into account when designing the
communication link in particular for the start-up situation when the implanted device does not use
the power for stimulation and therefore loads the transmitter side less heavily, resulting in narrower
and higher resonant curves. The load on the receiving coil may also affect the low pass filtering of the
received rf signal.

Modulation index () or depth of modulation affects the overall energy transfer into the implant. Ata
given rf signal amplitude, less energy is transferred into the implanted device when 100% modulation is
used (m = 1) as compared to 10% modulation (m = 0.053). However, retrieval of 100% modulated signal
is much easier than retrieval of a 10% modulated signal.

16.4.4 Data Processing

Once the information signal has been satisfactorily retrieved and reconstructed into logic voltage lev-
els, it is ready for logic processing. For synchronous data processing a clock signal is required. It can
be generated locally within the implant device, reconstructed from the incoming data stream, or can
be derived from the rf carrier. A crystal has to be used with a local oscillator to assure stable clock fre-
quency. Local oscillator allows for asynchronous data transmission. Synchronous transmission is best
achieved using Manchester data encoding. Decoding of Manchester encoded data recovers the original
clock signal, which was used during data encoding. Another method is using the downscaled rf car-
rier signal as the clock source. In this case, the information signal has to be synchronized with the rf
carrier. Of course, 100% modulation scheme cannot be used with carrier-based clock signal. Complex
command structure used in multichannel stimulators requires intensive data decoding and processing
and consequently extensive electronic circuitry. Custom-made, application specific circuits (ASIC) are
commonly used to minimize the space requirements and optimize the circuit performance.

16.4.5 Output Stage

The output stage forms stimulation pulses and defines their electrical characteristics. Even though a
mere rectangular pulse can depolarize a nervous membrane, such pulses are not used in clinical prac-
tice due to their noxious effect on the tissue and stimulating electrodes. These effects can be significantly
reduced by charge balanced stimulating pulses where the cathodic stimulation pulse is followed by an
anodic pulse containing the same electrical charge, which reverses the electrochemical effects of the
cathodic pulse. Charge balanced waveforms can be assured by capacitive coupling between the pulse
generator and stimulation electrodes. Charge balanced stimulation pulses include symmetrical and
asymmetrical waveforms with anodic phase immediately following the cathodic pulse or being delayed
by a short, 20-60 us interval.

The output stages of most implantable neuromuscular stimulators have constant current characteris-
tics, meaning that the output current is independent on the electrode or tissue impedance. Practically,
the constant current characteristics ensure that the same current flows through the excitable tissues
regardless of the changes that may occur on the electrode-tissue interface, such as the growth of fibrous
tissue around the electrodes. Constant current output stage can deliver constant current only within the
supply voltage-compliance voltage. In neuromuscular stimulation, with the electrode impedance being
on the order of 1 kQ, and the stimulating currents in the order of 20 mA, the compliance voltage must



16-6 Medical Instruments and Devices

be above 20 V. Considering the voltage drops and losses across electronic components, the compliance
voltage of the output stage may have to be as high as 33 V.

The stimulus may be applied through either monopolar or bipolar electrodes. The monopolar elec-
trode is one in which a single active electrode is placed near the excitable nerve and the return electrode
is placed remotely, generally at the implantable unit itself. Bipolar electrodes are placed at the stimula-
tion site, thus limiting the current paths to the area between the electrodes. Generally, in monopolar
stimulation the active electrode is much smaller than the return electrode, while bipolar electrodes are
the same size.

16.5 Packaging of Implantable Electronics

Electronic circuits must be protected from the harsh environment of the human body. The packag-
ing of implantable electronics uses various materials, including polymers, metals, and ceramics. The
encapsulation method depends somewhat on the electronic circuit technology. Older devices may still
use discrete components in a classical form, such as leaded transistors and resistors. The newer designs,
depending on the sophistication of the implanted device, may employ application-specific integrated
circuits (ASICs) and thick film hybrid circuitry for their implementation. Such circuits place consider-
able requirements for hermeticity and protection on the implanted circuit packaging.

Epoxy encapsulation was the original choice of designers of implantable neuromuscular stimulators.
It has been successfully used with relatively simple circuits using discrete, low impedance components.
With epoxy encapsulation, the receiving coil is placed around the circuitry to be “potted” in a mold,
which gives the implant the final shape. Additionally, the epoxy body is coated with silicone rubber
that improves the biocompatibility of the package. Polymers do not provide an impermeable barrier
and therefore cannot be used for encapsulation of high density, high impedance electronic circuits. The
moisture ingress ultimately will reach the electronic components, and surface ions can allow electric
shorting and degradation of leakage-sensitive circuitry and subsequent failure.

Hermetic packaging provides the implant electronic circuitry with a long-term protection from the
ingress of body fluids. Materials that provide hermetic barriers are metals, ceramics, and glasses. Metallic
packaging generally uses a titanium capsule machined from a solid piece of metal or deep-drawn from
a piece of sheet metal. Electrical signals, such as power and stimulation, enter and exit the package
through hermetic feedthroughs, which are hermetically welded onto the package walls. The feedthrough
assembly utilizes a ceramic or glass insulator to allow one or more wires to exit the package without
contact with the package itself. During the assembly procedures, the electronic circuitry is placed in the
package and connected internally to the feedthroughs, and the package is then welded closed. Tungsten
Inert Gas (TIG), electron beam, or laser welding equipment is used for the final closure. Assuming
integrity of all components, hermeticity with this package is ensured. This integrity can be checked by
detecting gas leakage from the capsule. Metallic packaging requires that the receiving coil be placed
outside the package to avoid significant loss of rf signal or power, thus requiring additional space within
the body to accommodate the volume of the entire implant. Generally, the hermetic package and the
receiving antenna are jointly embedded in an epoxy encapsulant, which provides electric isolation for
the metallic antenna and stabilizes the entire implant assembly. Figure 16.3 shows such an implantable
stimulator designed and made by the CWRU/Veterans Administration Program. The hermetic package
is open, displaying the electronic hybrid circuit. More recently, alumina-based ceramic packages have
been developed that allow hermetic sealing of the electronic circuitry together with enclosure of the
receiving coil (Strojnik et al., 1994). This is possible due to the rf transparency of ceramics. The impact
of this type of enclosure is still not fully investigated. The advantage of this approach is that the volume
of the implant can be reduced, thus minimizing the biologic response, which is a function of volume.
Yet, an unexplored issue of this packaging method is the effect of powerful electromagnetic fields on
the implant circuits, lacking the protection of the metal enclosure. This is a particular concern with
high gain (EMG, ENG, or EKG sensing) amplifiers, which in the future may be included in the implant
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FIGURE 16.3 Photograph of a multichannel implantable stimulator telemeter. Hybrid circuit in titanium
package is shown exposed. Receiving coil (left) is embedded in epoxy resin together with titanium case. Double
feedthroughs are seen penetrating titanium capsule wall on the right.

package as part of back-telemetry circuits. Physical strength of ceramic packages and their resistance to
impact will also require future investigation.

16.6 Leads and Electrodes

Leads connect the pulse generator to the electrodes. They must be sufficiently flexible to move across
the joints while at the same time sufficiently sturdy to last for the decades of the intended life of the
device. They must also be stretchable to allow change of distance between the pulse generator and
the electrodes, associated with body movements. Ability to flex and to stretch is achieved by coiling
the lead conductor into a helix and inserting the helix into a small-diameter silicone tubing. This way,
both flexing movements and stretching forces exerted on the lead are attenuated, while translated into
torsion movements and forces exerted on the coiled conductor. Using multi-strand rather than solid
conductors further enhances the longevity. Several individually insulated multi-strand conductors can
be coiled together, thus forming a multiple conductor lead wire. Most lead configurations include a
connector at some point between the implant and the terminal electrode, allowing for replacement of
the implanted receiver or leads in the event of failure. The connectors used have been either single pin
in-line connectors located somewhere along the lead length or a multiport/multilead connector at the
implant itself. Materials used for lead wires are stainless steels, MP35N (Co, Cr, Ni alloy), and noble
metals and their alloys.

Electrodes deliver electrical charge to the stimulated tissues. Those placed on the muscle surface are
called epimysial, while those inserted into the muscles are called intramuscular. Nerve stimulating elec-
trodes are called epineural when placed against the nerve, or cuff electrodes when they encircle the
nerve. Nerve electrodes may embrace the nerve in a spiral manner individually, or in an array configu-
ration. Some implantable stimulation systems merely use exposed lead-wire conductor sutured to the
epineurium as the electrode. Generally, nerve electrodes require approximately one-tenth of the energy
for muscle activation as compared to muscle electrodes. However, they require more extensive surgery
and may be less selective, but the potential for neural damage is greater than, for example, nerve encircl-
ing electrodes.

Electrodes are made of corrosion resistant materials, such as noble metals (platinum or iridium) and
their alloys. For example, a platinum-iridium alloy consisting of 10% iridium and 90% platinum is com-
monly used as an electrode material. Epimysial electrodes developed at CWRU use ¥4 mm Pt90Ir10
discs placed on Dacron reinforced silicone backing. CWRU intramuscular electrodes employ a stainless
steel lead-wire with the distal end de-insulated and configured into an electrode tip. A small, umbrella-
like anchoring barb is attached to it. With this arrangement, the diameter of the electrode tip does not
differ much from the lead wire diameter and this electrode can be introduced into a deep muscle with a
trochar-like insertion tool. Figure 16.4 shows enlarged views of these electrodes.
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FIGURE 16.4 Implantable electrodes with attached lead wires. Intramuscular electrode (top) has stainless steel
tip and anchoring barbs. Epimysial electrode has Ptlr disk in the center and is backed by silicone-impregnated
Dacron mesh.

16.7 Safety Issues of Implantable Stimulators

The targeted lifetime of implantable stimulators for neuromuscular control is the lifetime of their users,
which is measured in tens of years. Resistance to premature failure must be assured by manufacturing
processes and testing procedures. Appropriate materials must be selected that will withstand the work-
ing environment. Protection against mechanical and electrical hazards that may be encountered during
the device lifetime must be incorporated in the design. Various procedures are followed and rigorous
tests must be performed during and after its manufacturing to assure the quality and reliability of the
device.

o Manufacturing and testing—Production of implantable electronic circuits and their encapsu-
lation in many instances falls under the standards governing production and encapsulation of
integrated circuits. To minimize the possibility of failure, the implantable electronic devices
are manufactured in controlled clean-room environments, using high quality components and
strictly defined manufacturing procedures. Finished devices are submitted to rigorous testing
before being released for implantation. Also, many tests are carried out during the manufacturing
process itself. To assure maximum reliability and product confidence, methods, tests, and proce-
dures defined by military standards, such as MILSTD-883, are followed.

o Bio-compatibility—Since the implantable stimulators are surgically implanted in living tissue,
an important part of their design has to be dedicated to biocompatibility, that is, their ability
to dwell in living tissue without disrupting the tissue in its functions, creating adverse tissue
response, or changing its own properties due to the tissue environment. Elements of biocompat-
ibility include tissue reaction to materials, shape, and size, as well as electrochemical reactions
on stimulation electrodes. There are known biomaterials used in the making of implantable
stimulators. They include stainless steels, titanium and tantalum, noble metals such as plati-
num and iridium, as well as implantable grades of selected epoxy and silicone-based materials.

o Susceptibility to electromagnetic interference (EMI) and electrostatic discharge (ESD)—
Electromagnetic fields can disrupt the operation of electronic devices, which may be lethal in
situations with life support systems, but they may also impose risk and danger to users of neuro-
muscular stimulators. Emissions of EMI may come from outside sources; however, the external
control unit is also a source of electromagnetic radiation. Electrostatic discharge shocks are not
uncommon during the dry winter season. These shocks may reach voltages as high as 15 kV and
more. Sensitive electronic components can easily be damaged by these shocks unless protective
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design measures are taken. The electronic circuitry in implantable stimulators is generally pro-
tected by the metal case. However, the circuitry can be damaged through the feedthroughs either
by handling or during the implantation procedure by the electrocautery equipment. ESD damage
may happen even after implantation when long lead-wires are utilized. There are no standards
directed specifically towards implantable electronic devices. The general standards put in place
for electromedical equipment by the International Electrotechnical Commission provide guid-
ance. The specifications require survival after 3 and 8 kV ESD discharges on all conductive and
nonconductive accessible parts, respectively.

16.8 Implantable Stimulators in Clinical Use

16.8.1 Peripheral Nerve Stimulators

o Manipulation—Control of complex functions for movement, such as hand control, requires the
use of many channels of stimulation. At the Case Western Reserve University and Cleveland
VAMC, an eight-channel stimulator has been developed for grasp and release (Smith et al.,
1987). This system uses eight channels of stimulation and a titanium-packaged, thick-film
hybrid circuitas the pulse generator. The implant is distributed by the Neurocontrol Corporation
(Cleveland, OH) under the name of Freehand®. It has been implanted in approximately 150
patients in the United States, Europe, Asia, and Australia. The implant is controlled by a dual-
microprocessor external unit carried by the patient with an input control signal provided by the
user’s remaining volitional movement. Activation of the muscles provides two primary grasp
patterns and allows the person to achieve functional performance that exceeds his or her capa-
bilities without the use of the implanted system. This system received pre-market approval from
the FDA in 1998.

o Locomotion—The first implantable stimulators were designed and implanted for the correction
of the foot drop condition in hemiplegic patients. Medtronic’s Neuromuscular Assist (NMA)
device consisted of an rf receiver implanted in the inner thigh and connected to a cuff elec-
trode embracing the peroneal nerve just beneath the head of fibula at the knee (McNeal et al.,
1977; Waters et al., 1984). The Ljubljana peroneal implant had two versions (Vavken and Jeglic,
1976; Strojnik et al., 1987) with the common feature that the implant-rf receiver was small
enough to be implanted next to the peroneal nerve in the fossa poplitea region. Epineural
stimulating electrodes were an integral part of the implant. This feature and the compara-
tively small size make the Ljubljana implant a precursor of the microstimulators described in
Section 16.9. Both NMA and the Ljubljana implants were triggered and synchronized with gait
by a heel switch.

The same implant used for hand control and developed by the CWRU has also been implanted in
the lower extremity musculature to assist incomplete quadriplegics in standing and transfer opera-
tions (Triolo et al., 1996). Since the design of the implant is completely transparent, it can generate any
stimulation sequence requested by the external controller. For locomotion and transfer-related tasks,
stimulation sequences are preprogrammed for individual users and activated by the user by means of
pushbuttons. The implant (two in some applications) is surgically positioned in the lower abdominal
region. Locomotion application uses the same electrodes as the manipulation system; however, the lead
wires have to be somewhat longer.

o Respiration—Respiratory control systems involve a two-channel implantable stimulator with
electrodes applied bilaterally to the phrenic nerve. Most of the devices in clinical use were devel-
oped by Avery Laboratories (Dobelle Institute) and employed discrete circuitry with epoxy encap-
sulation of the implant and a nerve cuff electrode. Approximately 1000 of these devices have
been implanted in patients with respiratory disorders such as high-level tetraplegia (Glenn et al.,
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1986). Activation of the phrenic nerve results in contraction of each hemidiaphragm in response
to electrical stimulation. In order to minimize damage to the diaphragms during chronic use,
alternation of the diaphragms has been employed, in which one hemidiaphragm will be acti-
vated for several hours followed by the second. A review of existing systems was given by Creasy
et al. (1996). Astrotech of Finland also recently introduced a phrenic stimulator. More recently,
DiMarco et al. (1997) have investigated use of CNS activation of a respiratory center to provide
augmented breathing.

o Urinary control—Urinary control systems have been developed for persons with spinal cord
injury. The most successful of these devices has been developed by Brindley et al. (1982) and
is manufactured by Finetech, Ltd. (England). The implanted receiver consists of three separate
stimulator devices, each with its own coil and circuitry, encapsulated within a single package. The
sacral roots (S2, S3, and S4) are placed within a type of encircling electrode, and stimulation of the
proper roots will generate contraction of both the bladder and the external sphincter. Cessation
of stimulation results in faster relaxation of the external sphincter than of the bladder wall, which
then results in voiding. Repeated trains of pulses applied in this manner will eliminate most
urine, with only small residual amounts remaining. Approximately 1500 of these devices have
been implanted around the world. This technology also has received FDA pre-market approval
and is currently distributed by NeuroControl Corporation.

o Scoliosis treatment—Progressive lateral curvature of the adolescent vertebral column with
simultaneous rotation is known as idiopathic scoliosis. Electrical stimulation applied to the
convex side of the curvature has been used to stop or reduce its progression. Initially rf pow-
ered stimulators have been replaced by battery powered totally implanted devices (Bobechko
et al., 1979; Herbert and Bobechko, 1989). Stimulation is applied intermittently, stimulation
amplitudes are under 10.5V (510 Q), and frequency and pulsewidth are within usual FES
parameter values.

16.8.2 Stimulators of Central Nervous System

Some stimulation systems have electrodes implanted on the surface of the central nervous system or
in its deep areas. They do not produce functional movements; however, they “modulate” a pathological
motor brain behavior and by that stop unwanted motor activity or abnormality. Therefore, they can be
regarded as stimulators for neuromuscular control.

o Cerebellar stimulation—Among the earliest stimulators from this category are cerebellar stimula-
tors for control of reduction of effects of cerebral palsy in children. Electrodes are placed on the
cerebellar surface with the leads penetrating cranium and dura. The pulse generator is located
subcutaneously in the chest area and produces intermittent stimulation bursts. There are about
600 patients using these devices (Davis, 1997).

o Vagal stimulation—Intermittent stimulation of the vagus nerve with 30 s on and 5 min off has
been shown to reduce frequency of epileptic seizures. A pacemaker-like device, developed by
Cyberonics, is implanted in the chest area with a bipolar helical electrode wrapped around the left
vagus nerve in the neck. The stimulation sequence is programmed (most often parameter settings
are 30 Hz, 500 us, 1.75 mA); however, patients have some control over the device using a hand-
held magnet (Terry et al., 1991). More than 3000 patients have been implanted with this device,
which received the pre-marketing approval (PMA) from the FDA in 1997.

o Deep brain stimulation—Recently, in 1998, an implantable stimulation device (Activa by
Medtronic) was approved by the FDA that can dramatically reduce uncontrollable tremor in
patients with Parkinson’s disease or essential tremor (Koller et al., 1997). With this device, an elec-
trode array is placed stereotactically into the ventral intermediate nucleus of thalamic region of
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the brain. Lead wires again connect the electrodes to a programmable pulse generator implanted
in the chest area. Application of high frequency stimulation (130 Hz, 60-210 us, 0.25-2.75 V) can
immediately suppress the patient’s tremor.

16.9 Future of Implantable Electrical Stimulators

16.9.1 Distributed Stimulators

One of the major concerns with multichannel implantable neuromuscular stimulators is the multitude
of leads that exit the pulse generator and their management during surgical implantation. Routing of
multiple leads virtually increases the implant size and by that the burden that an implant imposes on
the tissue. A solution to that may be distributed stimulation systems with a single outside controller and
multiple single-channel implantable devices implanted throughout the structures to be stimulated. This
concept has been pursued both by the Alfred E. Mann Foundation (Strojnik et al., 1992; Cameron et al.,
1997) and the University of Michigan (Ziaie et al., 1997). Microinjectable stimulator modules have been
developed that can be injected into the tissue, into a muscle, or close to a nerve through a lumen of a
hypodermic needle. A single external coil can address and activate a number of these devices located
within its field, on a pulse-to-pulse basis. A glass-encapsulated microstimulator developed at the AEMF
is shown in Figure 16.5.

16.9.2 Sensing of Implantable Transducer-Generated and Physiological Signals

External command sources such as the shoulder-controlled joystick utilized by the Freehand system
impose additional constraints on the implantable stimulator users, since they have to be donned by an
attendant. Permanently implanted control sources make neuroprosthetic devices much more attractive
and easier to use. An implantable joint angle transducer (IJAT) has been developed at the CWRU that
consists of a magnet and an array of magnetic sensors implanted in the distal and the proximal end of
a joint, respectively (Smith et al., 1998). The sensor is connected to the implantable stimulator package,
which provides the power and also transmits the sensor data to the external controller, using a back-
telemetry link. Figure 16.6 shows a radiograph of the IJAT implanted in a patient’s wrist. Myoelectric
signals (MES) from muscles not affected by paralysis are another attractive control source for implant-
able neuromuscular stimulators. Amplified and bin-integrated EMG signal from uninvolved muscles,
such as the sterno-cleido-mastoid muscle, has been shown to contain enough information to control
an upper extremity neuroprosthesis (Scott et al., 1996). EMG signal is being utilized by a multichannel
stimulator-telemeter developed at the CWRU, containing 12 stimulator channels and 2 MES channels
integrated into the same platform (Strojnik et al., 1998).

FIGURE 16.5 Microstimulator developed at A.E. Mann Foundation. Dimensions are roughly 2 X 16 mm.
Electrodes at the ends are made of tantalum and iridium, respectively.
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FIGURE 16.6 Radiograph of the joint angle transducer (IJAT) implanted in the wrist. The magnet is implanted
in the lunate bone (top) while the magnetic sensor array is implanted in the radius. Leads going to the implant case
can be seen as well as intramuscular and epimysial electrodes with their individual lead wires.

16.10 Summary

Implantable stimulators for neuromuscular control are an important tool in rehabilitation of paralyzed
individuals with preserved neuromuscular apparatus, as well as in the treatment of some neurological
disorders that result in involuntary motor activity. Their impact on rehabilitation is still in its infancy;
however, it is expected to increase with further progress in microelectronics technology, development
of smaller and better sensors, and with improvements of advanced materials. Advancements in neu-
rophysiological science are also expected to bring forward wider utilization of possibilities offered by
implantable neuromuscular stimulators.

Defining Terms

Biocompatibility: Ability of a foreign object to coexist in a living tissue.

Electrical stimulation: Diagnostic, therapeutic, and rehabilitational method used to excite motor
nerves with the aim of contracting the appropriate muscles and obtain limb movement.

EMG activity: Muscular electrical activity associated with muscle contraction and production of force.

Feedthrough: Device that allows passage of a conductor through a hermetic barrier.

Hybrid circuit: Electronic circuit combining miniature active and passive components on a single
ceramic substrate.

Implantable stimulator: Biocompatible electronic stimulator designed for surgical implantation and
operation in a living tissue.

Lead wire: Flexible and strong insulated conductor connecting pulse generator to stimulating electrodes.

Paralysis: Loss of power of voluntary movement in a muscle through injury to or disease to its nerve

supply.
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rf-radiofrequency: Pertaining to electromagnetic propagation of power and signal in frequencies above
those used in electrical power distribution.

Stimulating electrode: Conductive device that transfers stimulating current to a living tissue. On its
surface, the electric charge carriers change from electrons to ions or vice versa.
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Further Information

Additional references on early work in FES which augment peer review publications can be found in
Proceedings from Conferences in Dubrovnik and Vienna. These are the External Control of Human
Extremities and the Vienna International Workshop on Electrostimulation, respectively.
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17.1 Lung Volumes

The amount of air flowing into and out of the lungs with each breath is called the tidal volume (TV). In
a typical adult this amounts to about 500 mL during quiet breathing. The respiratory system is capable
of moving much more air than the tidal volume. Starting at the resting expiratory level (REL in Figure
17.1), it is possible to inhale a volume amounting to about seven times the tidal volume; this volume is
called the inspiratory capacity (IC). A measure of the ability to inspire more than the tidal volume is the
inspiratory reserve volume (IRV), which is also shown in Figure 17.1. Starting from REL, it is possible to
forcibly exhale a volume amounting to about twice the tidal volume; this volume is called the expiratory
reserve volume (ERV). However, even with the most forcible expiration, it is not possible to exhale all the
air from the lungs; a residual volume (RV) about equal to the expiratory reserve volume remains. The sum
of the expiratory reserve volume and the residual volume is designated the functional residual capacity
(FRC). The volume of air exhaled from a maximum inspiration to a maximum expiration is called the
vital capacity (VC). The total lung capacity (TLC) is the total air within the lungs, that is, that which can
be moved in a vital-capacity maneuver plus the residual volume. All except the residual volume can be
determined with a volume-measuring instrument such as a spirometer connected to the airway.

17.2 Pulmonary Function Tests

In addition to the static lung volumes just identified, there are several time-dependent volumes associ-
ated with the respiratory act. The minute volume (MV) is the volume of air per breath (tidal volume)
multiplied by the respiratory rate (R), that is, MV = (TV) R. It is obvious that the same minute vol-
ume can be produced by rapid shallow or slow deep breathing. However, the effectiveness is not the
same, because not all the respiratory air participates in gas exchange, there being a dead space volume.
Therefore the alveolar ventilation is the important quantity which is defined as the tidal volume (TV)
minus the dead space (DS) multiplied by the respiratory rate R, that is, alveolar ventilation = (TV-DS)
R. In a normal adult subject, the dead space amounts to about 150 mL, or 2 mL/kg.

17.2.1 Dynamic Tests

Several timed respiratory volumes describe the ability of the respiratory system to move air. Among these
are forced vital capacity (FVC), forced expiratory volume in t seconds (FEV,), the maximum ventilatory
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FIGURE 17.1 Lung volumes.

volume (MVV), which was previously designated the maximum breathing capacity (MBC), and the peak
flow (PF). These quantities are measured with a spirometer without valves and CO, absorber or with a
pneumotachograph coupled to an integrator.

17.2.1.1 Forced Vital Capacity

Forced vital capacity (FVC) is shown in Figure 17.2 and is measured by taking the maximum inspiration
and forcing all of the inspired air out as rapidly as possible. Table 17.1 presents normal values for males
and females.

17.2.1.2 Forced Expiratory Volume

Forced expiratory volume in f seconds (FEV)) is shown in Figure 17.2, which identifies FEV ; and FEV ,
and Table 17.1 presents normal values for FEV .

17.2.1.3 Maximum Voluntary Ventilation

Maximum voluntary ventilation (MVV) is the volume of air moved in 1 min when breathing as deeply
and rapidly as possible. The test is performed for 20 s and the volume scaled to a 1-min value; Table 17.1
presents normal values.

17.2.1.4 Peak Flow

Peak flow (PF) in L/min is the maximum flow velocity attainable during an FEV maneuver and rep-
resents the maximum slope of the expired volume-time curve (Figure 17.2); typical normal values are
shown in Table 17.1.

17.2.1.5 The Water-Sealed Spirometer

The water-sealed spirometer was the traditional device used to measure the volume of air moved in
respiration. The Latin word spirare means to breathe. The most popular type of spirometer consists of
a hollow cylinder closed at one end, inverted and suspended in an annular space filled with water to
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FIGURE 17.2 The measurement of timed forced expiratory volume (FEV,) and forced vital capacity (FVC).

provide an air-tight seal. Figure 17.3 illustrates the method of suspending the counterbalanced cylinder
(bell), which is free to move up and down to accommodate the volume of air under it. Movement of the
bell, which is proportional to volume, is usually recorded by an inking pen applied to a graphic record
which is caused to move with a constant speed. Below the cylinder, in the space that accommodates the
volume of air, are inlet and outlet breathing tubes. At the end of one or both of these tubes is a check
valve designed to maintain a unidirectional flow of air through the spirometer. Outside the spirometer
the two breathing tubes are brought to a Y tube which is connected to a mouthpiece. With a pinch clamp
placed on the nose, inspiration diminishes the volume of air under the bell, which descends, causing
the stylus to rise on the graphic record. Expiration produces the reverse effect. Thus, starting with the
spirometer half-filled, quiet respiration causes the bell to rise and fall. By knowing the “bell factor,”
the volume of air moved per centimeter excursion of the bell, the volume change can be quantitated.
Although a variety of flowmeters are now used to measure respiratory volumes, the spirometer with a
CO, absorber is ideally suited to measure oxygen uptake.

TABLE 17.1 Dynamic Volumes

Males
FVC (L) = 0.133H — 0.022A — 3.60(SEE = 0.58)¢
FEV1 (L) = 0.094H — 0.028A — 1.59(SEE = 0.52)*
MVYV (L/min) = 3.39H — 1.26A — 21.4(SEE = 29)*
PE (L/min) = (10.03 — 0.038A)H"

Females
FVC (L) =0.111H - 0.015A — 3.16(SD = 0.42)¢
FEV1 (L) = 0.068H — 0.023A — 0.92(SD = 0.37)¢
MVYV (L/min) = 2.05H — 0.57A — 5.5(SD = 10.7)¢
PF (L/min) = (7.44 — 0.0183A) He

Note: H = heightin inches, A = age in years, L = liters, L/min = liters per minute,
SEE = standard error of estimate, SD = standard deviation.

aKory et al. 1961. Am. J. Med. 30: 243.

b Leiner et al. 1963. Am. Rev. Resp. Dis. 88: 644.

¢ Lindall, Medina, and Grismer. 1967. Am. Rev. Resp. Dis. 95: 1061.
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FIGURE 17.3 The simple spirometer.

17.2.1.6 Oxygen Uptake

A second and very important use for the water-filled spirometer is measurement of oxygen used per
unit of time, designated the O, uptake. This measurement is accomplished by incorporating a soda-lime,
carbon-dioxide absorber into the spirometer as shown in Figure 17.4. Soda-lime is a mixture of calcium
hydroxide, sodium hydroxide, and silicates of sodium and calcium. The exhaled carbon dioxide combines
with the soda-lime and becomes solid carbonates. A small amount of heat is liberated by this reaction.

Starting with a spirometer filled with oxygen and connected to a subject, respiration causes the bell
to move up and down (indicating tidal volume) as shown in Figure 17.5. With continued respiration the
baseline of the recording rises, reflecting disappearance of oxygen from under the bell. By measuring
the slope of the baseline on the spirogram, the volume of oxygen consumed per minute can be deter-
mined. Figure 17.5 presents a typical example along with calculation.
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FIGURE 17.4 The spirometer with CO, absorber and a record of oxygen uptake.
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FIGURE 17.5 Oxygen consumption.

17.2.1.7 The Dry Spirometer

The water-sealed spirometer was the most popular device for measuring the volumes of respiratory
gases; however, it is not without its inconveniences. The presence of water causes corrosion of the metal
parts. Maintenance is required to keep the device in good working order over prolonged periods. To
eliminate these problems, manufacturers have developed dry spirometers. The most common type
employs a collapsible rubber or plastic bellows, the expansion of which is recorded during breathing.
The earlier rubber models had a decidedly undesirable characteristic which caused their abandonment.
When the bellows were in its mid-position, the resistance to breathing was a minimum; when fully
collapsed, it imposed a slight negative resistance; and when fully extended it imposed a slight positive
resistance to breathing. Newer units with compliant plastic bellows minimize this defect.

17.2.2 The Pneumotachograph

The pneumotachograph is a device which is placed directly in the airway to measure the velocity of air
flow. The volume per breath is therefore the integral of the velocity-time record during inspiration or
expiration. Planimetric integration of the record, or electronic integration of the velocity-time signal,
yields the tidal volume. Although tidal volume is perhaps more easily recorded with the spirometer, the
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dynamics of respiration are better displayed by the pneumotachograph, which offers less resistance to
the air stream and exhibits a much shorter response time—so short in most instruments that cardiac
impulses are often clearly identifiable in the velocity-time record.

If a specially designed resistor is placed in a tube in which the respiratory gases flow, a pressure drop
will appear across it. Below the point of turbulent flow, the pressure drop is linearly related to air-flow
velocity. The resistance may consist of a wire screen or a series of capillary tubes; Figure 17.6 illus-
trates both types. Detection and recording of this pressure differential constitutes a pneumotachogram;
Figure 17.7 presents a typical air-velocity record, along with the spirogram, which is the integral of the
flow signal. The small-amplitude artifacts in the pneumotachogram are cardiac impulses.

(a) Velocity

(b) Volume

I:— Insp.
4

v /4 U 4 4

FIGURE 17.7 Velocity (a) and volume changes (b) during normal, quiet breathing; b is the integral of a.
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For human application, linear flow rates up to 200 L/min should be recordable with fidelity. The resis-
tance to breathing depends upon the flow rate, and it is difficult to establish an upper limit of tolerable
resistance. Silverman and Whittenberger (1950) stated that a resistance of 6 mm H,O is perceptible to
human subjects. Many of the high-fidelity pneumotachographs offer 5-10 mm H,O resistance at 100
and 200 L/min. It would appear that such resistances are acceptable in practice.

Response times of 15-40 ms seem to be currently in use. Fry et al. (1957) analyzed the dynamic char-
acteristics of three types of commercially available, differential-pressure pneumotachographs which
employed concentric cylinders, screen mesh, and parallel plates for the air resistors. Using a high-qual-
ity, differential-pressure transducer with each, they measured total flow resistance ranging from 5 to
15 cm H,O. Frequency response curves taken on one model showed fairly uniform response to 40 Hz;
the second model showed a slight increase in response at 50 Hz, and the third exhibited a slight drop in
response at this frequency.

17.2.3 The Nitrogen-Washout Method for Measuring FRC

The functional residual capacity (FRC) and the residual volume (RV) are the only lung compartments
that cannot be measured with a volume-measuring device. Measuring these requires use of the nitrogen
analyzer and application of the dilution method.

Because nitrogen does not participate in respiration, it can be called a diluent. Inspired and expired
air contains about 80% nitrogen. Between breaths, the FRC of the lungs contains the same concentra-
tion of nitrogen as in environmental air, that is, 80%. By causing a subject to inspire from a spirometer
filled with 100% oxygen and to exhale into a second collecting spirometer, all the nitrogen in the FRC is
replaced by oxygen, that is, the nitrogen is “washed out” into the second spirometer. Measurement of the
concentration of nitrogen in the collecting spirometer, along with a knowledge of its volume, permits
calculation of the amount of nitrogen originally in the functional residual capacity and hence allows
calculation of the FRC, as now will be shown.

Figure 17.8 illustrates the arrangement of equipment for the nitrogen-washout test. Note that two
check valves, (I, EX) are on both sides of the subject’s breathing tube, and the nitrogen meter is con-
nected to the mouthpiece. Valve V is used to switch the subject from breathing environmental air to the
measuring system. The left-hand spirometer contains 100% oxygen, which is inhaled by the subject via
valve I. Of course, a nose clip must be applied so that all the respired gases flow through the breathing
tube connected to the mouthpiece. It is in this tube that the sampling inlet for the nitrogen analyzer is
located. Starting at the resting expiratory level, inhalation of pure oxygen causes the nitrogen analyzer

100% | | Ex ] Collecting

0, —  \ N\ — spir(i/meter
I L |
N,

-
Transducer

FIGURE 17.8 Arrangement of equipment for the nitrogen-washout technique. Valve V allows the subject to
breathe room air until the test is started. The test is started by operating valve V at the end of a normal breath, that
is, the subject starts breathing 100% O, through the inspiratory valve (I) and exhales the N, and O, mixture into a
collecting spirometer via the expiratory valve EX.
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to indicate zero. Expiration closes valve I and opens valve EX. The first expired breath contains nitrogen
derived from the FRC (diluted by the oxygen which was inspired); the nitrogen analyzer indicates this
percentage. The exhaled gases are collected in the right-hand spirometer. The collecting spirometer and
all the interconnecting tubing was first flushed with oxygen to eliminate all nitrogen. This simple proce-
dure eliminates the need for applying corrections and facilitates calculation of the FRC. With continued
breathing, the nitrogen analyzer indicates less and less nitrogen because it is being washed out of the
FRC and is replaced by oxygen. Figure 17.9 presents a typical record of the diminishing concentration of
expired nitrogen throughout the test. In most laboratories, the test is continued until the concentration
of nitrogen falls to about 1%. The nitrogen analyzer output permits identification of this concentration.
In normal subjects, virtually all the nitrogen can be washed out of the FRC in about 5 min.

If the peaks on the nitrogen-washout record are joined, a smooth exponential decay curve is obtained
in normal subjects. A semilog of N, vs. time provides a straight line. In subjects with trapped air, or
poorly ventilated alveoli, the nitrogen-washout curve consists of several exponentials as the multiple
poorly ventilated regions give up their nitrogen. In such subjects, the time taken to wash out all the
nitrogen usually exceeds 10 min. Thus, the nitrogen concentration-time curve provides useful diagnos-
tic information on ventilation of the alveoli.

If it is assumed that all the collected (washed-out) nitrogen was uniformly distributed within the
lungs, it is easy to calculate the FRC. If the environmental air contains 80% nitrogen, then the volume
of nitrogen in the functional residual capacity is 0.8 (FRC). Because the volume of expired gas in the
collecting spirometer is known, it is merely necessary to determine the concentration of nitrogen in this
volume. To do so requires admitting some of this gas to the inlet valve of the nitrogen analyzer. Note
that this concentration of nitrogen (Fy,) exists in a volume which includes the volume of air expired
(V) plus the original volume of oxygen in the collecting spirometer (V;) at the start of the test and
the volume of the tubing (V) leading from the expiratory collecting valve. It is therefore advisable to
start with an empty collecting spirometer (V, = 0). Usually the tubing volume (V) is negligible with
respect to the volume of expired gas collected in a typical washout test. In this situation the volume of
nitrogen collected is V;Fy,, where Fy is the fraction of nitrogen within the collected gas. Thus, 0.80
(FRC) = F, (V). Therefore,

(17.1)

It is important to note that the value for FRC so obtained is at ambient temperature and pressure and
is saturated with water vapor (ATPS). In respiratory studies, this value is converted to body temperature
and saturated with water vapor (BTPS).

Insp Exp

Time (t) —>
Nitrogen-washout curve

FIGURE 17.9 The nitrogen-washout curve.
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In the example shown in Figure 17.9, the washout to 1% took about 44 breaths. With a breathing rate
of 12/min, the washout time was 220 s. The volume collected (V;) was 22 L and the concentration of
nitrogen in this volume was 0.085 (Fy, ); therefore,

0.085 x 22,000

FRC = 0.80

=2,337mL (17.2)

17.3 Physiologic Dead Space

The volume of ventilated lung that does not participate in gas exchange is the physiologic dead space
(V). It is obvious that the physiologic dead space includes anatomic dead space, as well as the volume of
any alveoli that are not perfused. In the lung, there are theoretically four types of alveoli, as shown in
Figure 17.10. The normal alveolus (A) is both ventilated and perfused with blood. There are alveoli that
are ventilated but not perfused (B); such alveoli contribute significantly to the physiologic dead space.
There are alveoli that are not ventilated but perfused (C); such alveoli do not provide the exchange of
respiratory gases. Finally, there are alveoli that are both poorly ventilated and poorly perfused (D);
such alveoli contain high CO, and N, and low O,. These alveoli are the last to expel their CO, and N, in
washout tests.

Measurement of physiologic dead space is based on the assumption that there is almost complete
equilibrium between alveolar pCO, and pulmonary capillary blood. Therefore, the arterial pCO, rep-
resents mean alveolar pCO, over many breaths when an arterial blood sample is drawn for analysis of
pCO,. The Bohr equation for physiologic dead space is

paCO, - pECO,

V, = { 2aCO, ]VE (17.3)

In this expression, paCO, is the partial pressure in the arterial blood sample which is withdrawn
slowly during the test; pECO, is the partial pressure of CO, in the volume of expired air; V is the volume
of expired air per breath (tidal volume).

In a typical test, the subject would breathe in room air and exhale into a collapsed (Douglas) bag. The
test is continued for 3 min or more, and the number of breaths is counted in that period. An arterial
blood sample is withdrawn during the collection period. The pCO, in the expired gas is measured, and

ol

FIGURE17.10 The four types of alveoli. (a) Ventilated and perfused. (b) Ventilated and not perfused. (c) Perfused
and not ventilated. (d) Poorly perfused poorly ventilated.

(a) Air
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then the volume of expired gas is measured by causing it to flow into a spirometer or flowmeter by col-
lapsing the collecting bag.

In a typical 3-min test, the collected volume is 33 L, and the pCO, in the expired gas is 14.5 mm Hg.
During the test, the pCO, in the arterial blood sample was 40 mm Hg. The number of breaths was 60;
therefore, the average tidal volume was 33,000/60 = 550 mL. The physiologic dead space (V;) is

v, = [40 —-14.5

0 ]550 =350mL (17.4)

It is obvious that an elevated physiological dead space indicates lung tissue that is not perfused with
blood.
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18.1 Introduction

This chapter provides an overview of the structure and function of mechanical ventilators. Mechanical
ventilators, which are often also called respirators, are used to artificially ventilate the lungs of patients
who are unable to breathe naturally from the atmosphere. In almost 105 years of development, many
mechanical ventilators with different designs have been manufactured (Macintyre and Branson, 2009).
Very early devices used bellows that were manually operated to inflate the lungs. Today’s respirators
employ an array of sophisticated components, such as microprocessors, fast-response servo valves, and
precision transducers to mechanically ventilate the incapacitated patients. Large varieties of ventilators
are now available for short-term treatment of acute respiratory dysfunction as well as long-term therapy
for chronic respiratory conditions.

It is reasonable to broadly classify today’s ventilators into two groups. The first and indeed the larg-
est class is the critical care respirators used primarily in hospitals to treat patients for acute pulmonary
disorders or following certain surgical procedures. The second class of mechanical ventilators includes
less complicated machines that are primarily used at home to treat patients with chronic respiratory
disorders.

The level of design complexity and engineering needed for the critical care ventilators is higher
than the ventilators used for chronic treatment. However, many of the engineering concepts
employed in designing critical care ventilators can also be applied in the simpler chronic care units.
Therefore, this chapter focuses on the design of intensive care ventilators. Hence, the terms respira-
tor, mechanical ventilator, or ventilator will be used from this point to refer to the intensive care unit
respirators.

From the beginning, the designers of mechanical ventilators realized that in the vast majority of
cases, the main task of a respirator is to ventilate the lungs in a manner as close to natural respiration

18-1
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FIGURE 18.1 A simplified diagram of the functional blocks of a positive-pressure ventilator.

as possible. Since natural inspiration is a result of negative pressure in the pleural cavity generated by
the distention of the diaphragm, designers initially developed ventilators that created the same effect.
These ventilators are called negative-pressure ventilators. However, almost all modern ventilators use
pressures greater than atmospheric pressures to ventilate the lungs and therefore they are known as
positive-pressure ventilators. Owing to the overwhelming prevalence of positive-pressure ventilators in
treating patients, this chapter describes only the positive-pressure ventilators.

18.2 Positive-Pressure Ventilators

Positive-pressure ventilators generate the inspiratory flow by applying a positive pressure (greater than
the atmospheric pressure) to the airways. Figure 18.1 shows a simplified block diagram of a positive-
pressure ventilator. During inspiration, the inspiratory flow delivery system creates a positive pressure
in the tubes connected to the patient’s airway, called patient circuit, and the exhalation control system
closes a valve at the outlet of the tubing to the atmosphere. When the ventilator switches to exhalation,
the inspiratory flow delivery system stops the positive pressure and the exhalation valve opens to the
atmosphere. The use of a positive pressure gradient in creating the flow allows treating patients with
high lung resistance and low compliance. As a result, positive-pressure ventilators have been very suc-
cessful in treating a variety of breathing disorders, such as chronic obstructive pulmonary disorder,
lung edema, and obstructed airways.

Positive-pressure ventilators have been employed to treat patients of all ages ranging from neonates
to the elderly. Owing to anatomical differences between various patient populations, the ventilators
and their modes of treating infants are different from those for adults. Nonetheless, their fundamental
engineering design principles are similar. Adult ventilators comprise a larger percentage of ventilators
manufactured and used in clinics. Therefore, the emphasis here is on the description of adult positive-
pressure ventilators. Specifically, the concepts presented will be illustrated using a microprocessor-
based design example, as almost all modern ventilators use microprocessor for the control of breath
delivery.

18.3 Ventilation Modes

Since the advent of respirators, clinicians have devised various strategies to ventilate the lungs based
on patient’s conditions. As a result, two main categories of ventilation modes have been defined:
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mandatory and spontaneous. Mandatory mode refers to the strategy for treating patients who need
the respirator to completely take over the task of ventilating their lungs. However, some patients are
able to exert the respiratory effort needed to breathe on their own, but may need to remain on the
ventilator to receive oxygen-enriched air flow or slightly elevated airway pressure. When a ventilator
delivers a breath to the patient according to the level of effort exerted by the patient, it is said that
the ventilator operates in spontaneous mode. In many cases, it is necessary to first treat the patient
with mandatory ventilation and as the patient’s condition improves, spontaneous ventilation is intro-
duced to wean the patient from mandatory breathing and restore natural breathing. For this pur-
pose, several schemes for combining mandatory and spontaneous breathing have been established.
For instance, when a patient is able to generate the needed effort for few breaths, but not sufficient
for completely proper ventilation, mandatory breaths are added intermittently to supplement the
patient’s spontaneous breathing. Such a scheme is simply referred to as synchronized intermittent
mandatory ventilation (SIMV).

18.3.1 Mandatory Ventilation

Responding to the clinicians’ needs, biomedical engineers have employed two rather distinct approaches
for delivering mandatory breaths: volume- and pressure-controlled ventilation. Volume-controlled ven-
tilation refers to delivering a specified tidal volume to the patient during the inspiratory phase. Pressure-
controlled ventilation refers to raising the airway pressure to a desired level (set by the therapist) during
the inspiratory phase of each breath. Regardless of the type, a ventilator operating in mandatory mode
must control all aspects of breathing, such as tidal volume, respiration rate, inspiratory flow pattern, and
oxygen concentration of the breath. This is often labeled as controlled mandatory ventilation (CMV),
a term that encompasses both volume- as well as pressure-controlled ventilation.

Figure 18.2 shows the flow and pressure waveforms for volume-controlled ventilation. In this illustra-
tion, the inspiratory flow waveform is chosen to be a half sine wave. In Figure 18.2a, ¢, is the inspiration
duration, t, the exhalation period, and Q; the amplitude of inspiratory flow. The ventilator delivers a
tidal volume equal to the area under the flow waveform in Figure 18.2a at regular intervals (¢, + £,) set by
the therapist. The resulting pressure waveform is shown in Figure 18.2b. It is noted that during volume-
controlled ventilation, the ventilator attempts to deliver the desired volume of breath, irrespective of the
patient’s respiratory mechanics. However, the resulting pressure waveform, such as the one shown in
Figure 18.2b, will be different depending on the patient’s respiratory mechanics. Of course, for safety
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FIGURE 18.2 (a) Inspiratory flow for a mandatory volume-controlled ventilation breath and (b) airway pressure
resulting from the breath delivery with a nonzero PEEP.
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FIGURE 18.3 (a) Inspiratory pressure pattern for a mandatory pressure-controlled ventilation breath and (b)
airway flow pattern resulting from the breath delivery. Note that PEEP is zero.

purposes, the ventilator must limit the maximum applied airway pressure according to the therapist’s
setting.

As can be seen in Figure 18.2b, the airway pressure at the end of exhalation may not end at atmo-
spheric pressure (zero gauge). The positive end expiratory pressure or PEEP is sometimes used to prevent
the alveoli from collapsing during expiration (Pierce, 2007). In other cases, the expiration pressure is
allowed to return to the atmospheric level.

Figure 18.3 shows a plot of the pressure and flow during a mandatory pressure-controlled ventilation.
In this case, the respirator raises the airway pressure and maintains it at the desired level, P, which is set
by the therapist, independent of the patient’s respiratory mechanics. Although the ventilator maintains
the same pressure trajectory for patients with different respiratory mechanics, the resulting flow trajec-
tory, shown in Figure 18.3b, will depend on the respiratory mechanics of each patient. As in the case of
mandatory volume-controlled ventilation, the total volume of delivered breaths is monitored to ensure
that patients receive adequate ventilation.

Owing to the need for monitoring both pressure and volume, in more recent years, new modes that
combine several aspects of the volume- and pressure-controlled ventilation are devised. These modes are
generally referred to as dual-control modes. Although these modes are relatively new and not all of their
clinical outcomes are known, they utilize more of the power and flexibility that new ventilator hardware
and software offer (Lellouche and Brochard, 2009). Two dual-control modes are described below.

18.3.2 Adaptive Pressure Control

This new mode is a form of pressure-controlled ventilation that simultaneously keeps track of the delivered
tidal volume. Figure 18.4 shows characteristic changes of pressure, volume, and flow of inspiratory flow in
this mode. As shown in the top panel of Figure 18.4, for each breath, (a) through (e), the ventilator controls
the inspiratory pressure to a level that may vary from breath to breath. Specifically, the ventilator controls
the pressure, but also monitors the delivered tidal volume and compares it with the desired tidal volume. If
the actual delivered tidal volume matches the desired level, such as in (a), then the level of controlled pres-
sure for the next breath will be the same. However, if the next breath produced a larger than desired tidal
volume, such as in (b), then the controlled pressure will be reduced in the next breath (c). Similarly, if the
tidal volume falls short, such as in (d), then the controlled pressure in the next breath, (e), will be raised to
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FIGURE 18.4 Patterns respiratory desired pressure and resulting volume and flow for adaptive pressure control
ventilation mode. Breath illustration (a) through (e) shows how the applied inspiratory pressure is automatically
adjusted to achieve the desired tidal volume.

a higher level to achieve the desired volume. Hence, the ventilator seeks delivering the desired tidal volume
at fixed pressures that are adjusted from breath to breath. It is noted that in this mode of ventilation, while
the pressure remains constant within the inspiratory interval, the level of inspiratory pressure is varied
from one breath to the next by the ventilator to achieve the desired level of tidal volume.

18.3.3 Adaptive Support Ventilation

This new mode of ventilation aims to minimize the work of breathing as was proposed by Otis in 1950
(Otis et al., 1950), while accommodating changes in the patient’s respiratory mechanics (Brunner and
Totti, 2002). A major point of distinction for this mode of ventilation is that it takes into account the
respiratory mechanics of the patient (i.e., resistance and elastance of the combined airway and air-
delivery system). Hence, it may be considered as one of the first closed-loop ventilators that adapts to
the patient’s condition. Adaptive support ventilation (ASV) can be applied as both a mandatory ventila-
tion and a spontaneous ventilation. In this chapter, we describe only the mandatory ventilation form
of ASV. A description of ASV in spontaneous breathing may be found in Wu et al. (2010) and Mireles-
Cabodevila et al. (2009). When ASV is used to ventilate the patient in mandatory ventilation mode, the
clinician inputs the ideal body weight (IBW) for the patient (based on height, gender, age, etc.). Using
IBW, an (assumed) ideal minute volume is obtained by multiplying the IBW by 100 mL/min/kg. As
the name implies, minute volume refers to the total inspiratory volume that a patient receives in 1 min.
Additionally, the clinician needs to enter another parameter called percent of minute volume (PMV).
The PMV indicates how the desired minute volume for the patient compares with the minute volume
computed from IBW. For instance, a PMV of 100% means that the desired minute volume for the patient
is the same as the minute volume computed from IBW. Alternatively, a PMV of 110% indicates that the
desired minute volume is 10% above what is computed from the IBW. Once, the operator enters the IBW
and PMV, the ASV algorithm determines an optimized respiration rate and tidal volume to minimize
the work of breathing according to the principles proposed by Otis (Brunner and Iotti, 2002).
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FIGURE 18.5 Patterns of respiratory pressure, volume, and flow for adaptive support ventilation mode. Breath
illustrations (a) through (d) demonstrate how the respiratory frequency and volume are adjusted to minimize the
work of breathing.

Figure 18.5 shows an illustration of the ASV breath delivery. In this illustration, the ventilator
attempts to maintain the same airway pressure and PMV while respiratory mechanics vary. Specifically,
breath (b) in Figure 18.5 has the same peak airway pressure as in (a), but a reduced peak inspiratory
flow and lower respiration rate. This typifies the response of ASV to an increase in the respiratory
impedance resulting in a lower peak flow to achieve the same peak airway pressure. Breath (c) in Figure
18.5 illustrates the ASV’s ability to restore the flow and rate to the level of breath (a) if the patient’s
airway impedance goes back to the level equal to the one for breath (a). Breath (d) illustrates that if the
impedance rises to the level of (b), the ASV algorithm will again adjust the flow and respiration rate
accordingly.

18.3.4 Spontaneous Ventilation

An important phase in providing respiratory care to a recovering pulmonary patient is weaning the
patient from the respirator. As the patient recovers and regains the ability to breathe independently, the
spontaneous mode of ventilation allows the patient to initiate a breath and control the breath rate, flow
rate, and the tidal volume. Ideally, when a respirator is functioning in the spontaneous mode, it should
allow the patient take breaths with the same ease as breathing from the atmosphere. This, however,
is difficult to achieve because the respirator does not have an infinite gas supply or an instantaneous
response. In practice, the patient generally has to exert more effort to breathe in spontaneous mode than
from the atmosphere. However, patient’s effort is reduced as the ventilator response speed increases
(Chatburn, 2004). Spontaneous ventilation is often used in conjunction with mandatory ventilation
because the patient may still need breaths that are delivered entirely by the ventilator. Alternatively,
when a patient can completely breathe on his own but needs oxygen-enriched breath or elevated airway
pressure, spontaneous ventilation alone may be used.

As in the case of mandatory ventilation, several modes of spontaneous ventilation have been devised
by therapists. Two of the most important and popular spontaneous breath delivery modes are described
below.
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FIGURE 18.6 Airway pressure during a CPAP spontaneous breath delivery.

18.3.5 Continuous Positive Airway Pressure in Spontaneous Mode

In this mode, the ventilator maintains a positive pressure at the airway as the patient attempts to inspire.
Figure 18.6 illustrates a typical airway pressure waveform during continuous positive airway pres-
sure (CPAP) breath delivery. The therapist sets the sensitivity level lower than PEEP. The sensitivity is
the pressure level that the patient has to attain by making an effort to breathe. This, in turn, triggers the
ventilator to deliver a spontaneous breath by supplying air (or a mixture of air and oxygen) to raise
the pressure back to the PEEP level. Typically, the PEEP and sensitivity levels are selected such that
the patient will be impelled to exert effort to breathe independently. As in the case of the mandatory
mode, when the patient exhales, the ventilator shuts off the flow of gas and opens the exhalation valve to
allow the patient to exhale into the atmosphere.

18.3.6 Pressure Support in Spontaneous Mode

This mode is similar to the CPAP mode with the exception that during the inspiration the ventilator
attempts to maintain the patient’s airway pressure at a level above PEEP, called pressure support level.
In fact, CPAP may be considered a special case of pressure support ventilation in which the support level
is fixed at the atmospheric level.

Figure 18.7 shows a typical airway pressure waveform during the delivery of a pressure support breath.
In this mode, when the patient’s airway pressure drops below the therapist-set sensitivity line, the breath
delivery system raises the airway pressure to the pressure support level (>PEEP), selected by the thera-
pist. The ventilator stops the inspiratory gas flow when the patient starts to exhale and controls the
exhalation valve to achieve the set PEEP level.

18.3.7 Breath Delivery Control

In a microprocessor-based ventilator, the mechanisms for delivering mandatory volume- and pressure-
controlled ventilation have mostly common components. The primary difference lies in the control
algorithms governing the delivery of breaths to the patient.
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FIGURE 18.7 Airway pressure during a pressure support spontaneous breath delivery.
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FIGURE 18.8 A simplified block diagram of a control structure for mandatory and spontaneous breath delivery.

Figure 18.8 shows a simplified block diagram for delivering mandatory and spontaneous ventilation.
Compressed air and oxygen are normally stored in high pressure tanks (=1400 kPa) that are attached
to the inlets of the ventilator. In some ventilators, an air compressor is used in place of a compressed
air tank. Manufacturers of mechanical respirators have designed a variety of blending and metering
devices (Chatburn, 2004). The primary purpose of the device is to enrich the inspiratory air flow with
proper levels of oxygen and deliver a tidal volume according to the therapist’s specifications. Since
nearly two decades, the microprocessors are used to control the metering and blending of the breath
delivery (Puritan-Bennett, 1990). In Figure 18.8, the air and oxygen valves are placed in closed feedback
loops with the air and oxygen flow sensors. The microprocessor controls the valves to deliver the desired
inspiratory air and oxygen flows for mandatory and spontaneous ventilation. During inhalation, the
exhalation valve is closed to direct all of the delivered flows to the lungs. When exhalation begins, the
microprocessor actuates the exhalation valve to achieve the desired PEEP level. The airway pressure
sensor, shown on the right side of Figure 18.8, generates the feedback signal necessary for maintaining
the desired PEEP (in both mandatory and spontaneous modes) and airway pressure during inspiratory
breath delivery.

18.3.8 Mandatory Volume-Controlled Inspiratory Flow Delivery

In a microprocessor-controlled ventilator (Figure 18.8), the electronically actuated valves open from a
closed position to allow the flow of blended gases to the patient. The control of flow through each valve
depends on the therapist’s specification for the mandatory breath. That is, the clinician must specify
the following parameters for the delivery of volume-controlled mandatory ventilation breaths: (1) res-
piration rate; (2) flow waveform; (3) tidal volume; (4) oxygen concentration (of the delivered breath);
(5) peak flow; and (6) PEEP, as shown in the lower left side of Figure 18.8. It is noted that the PEEP
selected by the therapist in the mandatory mode is only used for the control of exhalation flow; this
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will be described later in this chapter. The microprocessor uses the first five of the above parameters to
compute the total desired inspiratory flow trajectory. To illustrate this point, consider the delivery of
a tidal volume using a half sine wave as shown in Figure 18.3. If the therapist selects a tidal volume of
V, (L), a respiration rate of n breaths per minute (bpm), the amplitude of the respirator flow, Q; (L/s),
then the total desired inspiratory flow, Q,(#), for a single breath, can be computed from the following
equation:

N EL1A)
Qsinf—| Ost<t
Qu(t) = vy (18.1)
0 t<tst,
where t; signifies the duration of inspiration and is computed from the following relationship:
v,
ti = 2Q, (18.2)
The duration of expiration in seconds is obtained from
t, = 60 t; (18.3)
n

The ratio of the inspiratory to expiratory period of a mandatory breath is often used for adjusting the
respiration rate. This ratio is represented by L:E (ratio) and computed as follows. First, the inspiratory
and expiratory periods are normalized with respect to ¢, Hence, the normalized inspiratory period
becomes unity and the normalized expiratory period is given by R = (t,/t,). Then, L:E ratio is simply
expressed as 1:R.

To obtain the desired oxygen concentration in the delivered breath, the microprocessor computes the
discrete form of Q,(t) as Q,(k), where k signifies the sample interval. Then, the total desired flow, Q,(k),
is partitioned using the following relationships:

(1 = m)Q,(k)
Q,, (k) = - C)d (18.4)
and
(m — c)Q (k)
Quelk) = ==~ C)d (18.5)

where Q_, (k) is the desired air flow (the subscript da stands for desired air), Q,, (k) is the desired oxygen
flow (the subscript dx stands for desired oxygen), m is the desired oxygen concentration, and c is the
oxygen concentration of the ventilator air supply.

Several control design strategies may be appropriate for the control of air and oxygen flow delivery
valves. A simple controller is the proportional plus integral controller that can be readily implemented
in a microprocessor. For example, the controller for the air valve has the following form:

I(k) = K,E(k) + K,A(k) (18.6)
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where E(k) and A(k) are given by

E(k) = Quu(k) = Quu(k) (18.7)
A(k) = A(k - 1) + E(k) (18.8)

where I(k) is the input (voltage or current) to the air valve at the kth sampling interval, E(k) the error
in the delivered flow, Q,(k) the desired air flow, Q,,(k) the sensed or actual air flow (the subscript sa
stands for sensed air flow), A(k) the integral (rectangular integration) part of the controller, and Kp and
Ki are the controller design parameters. It is noted that Equations 18.6 through 18.8 are applicable to
the control of either air or oxygen valve. For the control of oxygen flow valve, Q,,(k) replaces Q,,(k) and
Q.. (k) replaces Q,,(k), where Q,,(k) represents the sensed oxygen flow (the subscript sx stands for sensed
oxygen flow).

The control structure shown in Figure 18.8 provides the flexibility of quickly adjusting the per-
cent oxygen in the enriched breath gases. That is, the controller can regulate both the total flow and
the percent oxygen delivered to the patient. Because the internal volume of the flow control valve is
usually small (<50 mL), the desired change in the oxygen concentration of the delivered flow can be
achieved within one inspiratory period. In actual clinical applications, rapid change of percent oxy-
gen from one breath to another is often desirable, as it reduces the waiting time for the delivery of
the desired oxygen concentration. A design similar to the one shown in Figure 18.8 has been success-
fully implemented in a microprocessor-based ventilator (Behbehani, 1984) and deployed in hospitals
around the world.

18.3.9 Pressure-Controlled Inspiratory Flow Delivery

The therapist entry for pressure-controlled ventilation is shown in Figure 18.8 (lower left-hand side).
In contrast to the volume-controlled ventilation, where Q,(f) was computed directly from operators’
entry (Equations 18.1 through 18.3), the total desired flow is generated by the closed-loop airway pres-
sure controller shown in Figure 18.8. This controller uses the therapist-selected inspiratory pressure,
respiration rate, and the L:E ratio to compute the desired inspiratory pressure trajectory. The trajectory
serves as the controller reference input. The controller then computes the flow necessary to make the
actual airway pressure track the reference input. Assuming a proportional-plus-integral controller, the
governing equations are

Qu(k) = C,E, (k) + CA,(k) (18.9)

where Q, is the computed desired flow, C, and C; are the controller design parameters, k represents the
sample interval, and Ep(k) and Ap(k) are computed using the following equations:

E, (k) = P;(k) - P(k) (18.10)
A,(k) = A,(k - 1)+ E, (k) (18.11)

where E, (k) is the difference between the desired pressure trajectory, P,(k), and the sensed airway pres-
sure, P(k), the parameter A, (k) represents the integral portion of the controller. Using Q, from Equation
18.9, the control of air and O, valves is accomplished in the same manner as in the case of volume-
controlled ventilation described earlier (Equations 18.4 through 18.8).
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18.3.10 Expiratory Pressure Control in Mandatory Mode

It is often desirable to keep the patient’s lungs inflated at the end of expiration at a pressure greater
than the atmospheric level (Pierce, 2007). That is, rather than allowing the lungs to deflate during
the exhalation, the controller closes the exhalation valve when the airway pressure reaches the PEEP
level. When expiration begins, the ventilator terminates flow to the lungs. Hence, the regulation of
the airway pressure is achieved by controlling the flow of patient-exhaled gases through the exhala-
tion valve.

In a microprocessor-based ventilator, an electronically actuated valve can be employed that has
adequate dynamic response (=20 ms rise time) to regulate PEEP. For this purpose, the pressure in the
patient’s breath delivery circuit is measured using a pressure transducer (Figure 18.8). The micropro-
cessor initially opens the exhalation valve completely to minimize resistance to expiratory flow. At the
same time, it samples the pressure transducer’s output and begins to close the exhalation valve as the
pressure begins to approach the desired PEEP level. Because the patient’s exhaled flow is the only source
of pressure, if the airway pressure drops below PEEP, it cannot be brought back up until the next inspi-
ratory period. Hence, an overrun (i.e., a drop to a level below PEEP) in the closed-loop control of PEEP
should be avoided.

18.3.11 Spontaneous Breath Delivery Control

The small diameter (=5 mm) pressure sensing tube, shown on the right side of Figure 18.8, pneumati-
cally transmits the pneumatic pressure signal from the patient’s airway to a pressure transducer placed
in the ventilator. The output of the pressure transducer is amplified, filtered, and then sampled by the
microprocessor. The controller receives the therapist’s inputs regarding the spontaneous breath char-
acteristics, such as the PEEP, sensitivity, and oxygen concentration, as shown in the lower right-hand
side of Figure 18.8. The desired airway pressure is computed from the therapist entries of PEEP, pressure
support level, and sensitivity. The multiple-loop control structure shown in Figure 18.8 is used to deliver
a CPAP or a pressure support breath. The sensed proximal airway pressure is compared with the desired
airway pressure. The airway pressure controller computes the total inspiratory flow level required to
raise the airway pressure to the desired level. This flow level serves as the reference input or total desired
flow for the flow control loop. Hence, in general, the desired total flow trajectory for the spontaneous
breath delivery may be different for each inspiratory cycle. If the operator has specified oxygen concen-
tration greater than 21.6% (the oxygen concentration of the ventilator air supply), the controller will
partition the total required flow into the air and oxygen flow rates using Equations 18.4 and 18.5. The
flow controller then uses the feedback signals from air and oxygen flow sensors and actuates the air and
oxygen valves to deliver the desired flows.

For a microprocessor-based ventilator, the control algorithm for regulating the airway pressure can
also be a proportional plus integral controller (Behbehani, 1984; Behbehani and Watanabe, 1986). In
this case, the governing equations are identical to Equations 18.9 through 18.11.

18.4 Summary

Modern positive-pressure mechanical ventilators have been quite successful in treating patients with
pulmonary disorders. Two major categories of breath delivery modes for these ventilators are manda-
tory and spontaneous. The volume- and pressure-controlled mandatory breath delivery and the gov-
erning control equations for these modes are presented in this chapter. Similarly, CPAP and support
pressure modes of spontaneous breath delivery are described. Recent development of dual control
modes that allow simultaneous monitoring and control of airway pressure and minute volume are also
presented.
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Defining Terms

Continuous positive airway pressure (CPAP): A spontaneous ventilation mode in which the ventilator
maintains a constant positive pressure, near or below PEEP level, in the patient’s airway while
the patient breathes at will.

Controlled mandatory ventilation (CMV): A term that encompasses both pressure- and volume-con-
trolled ventilation modes. It reflects that the ventilator controls all parameters of ventilating
the patient.

L:E ratio: The ratio of normalized inspiratory interval to normalized expiratory interval of a manda-
tory breath. Both intervals are normalized with respect to the inspiratory period. Hence, the
normalized inspiratory period is always unity.

Mandatory mode: A mode of mechanically ventilating the lungs, in which the ventilator controls all
breath delivery parameters, such as tidal volume, respiration rate, flow waveform, and so on.

Minute volume: Total inspiratory volume delivered to a patient in 1 min.

Patient circuit: A set of tubes connecting the patient’s airway to the outlet of a respirator.

Positive end expiratory pressure (PEEP): A therapist-selected patient’s airway pressure level that the
ventilator maintains at the end of expiration in either mandatory or spontaneous breathing.

Pressure support: A spontaneous breath delivery mode during which the ventilator applies a positive
pressure greater than PEEP to the patient’s airway during inspiration.

Pressure support level: Refers to the pressure level, above PEEP, that the ventilator maintains during
the spontaneous inspiration.

Pressure-controlled ventilation: A mandatory mode of ventilation where during the inspiration phase
of each breath a constant pressure is applied to the patient’s airway independent of the patient’s
respiratory mechanics.

Spontaneous mode: A ventilation mode in which the patient initiates and breathes from the ventilator-
supplied gas at will.

Synchronized intermittent mandatory ventilation: A mandatory mode of ventilation that is combined
with a spontaneous mode and allows the patient to initiate and breathe spontaneously while
monitoring the total volume of spontaneously delivered breaths and supplementing with man-
datory breaths as needed.

Volume-controlled ventilation: A mandatory mode of ventilation where the volume of each breath is
set by the therapist and the ventilator delivers that volume to the patient independent of the
patient’s respiratory mechanics.
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19.1 Introduction

This chapter will provide an introduction to the practice of anesthesiology and to the technology cur-
rently employed. Limitations on the length of this chapter, considering the enormous size of the topic,
requires that this chapter relies on other elements within this handbook and other texts cited as general
references for many of the details that inquisitive minds desire and deserve. References by Dorsch and
Dorsch (2008), Gallagher and Issenberg (2007), Kofke and Nadkarni (2007), Kyle and Murray (2008),
and Loeb (1993) give additional information regarding the topics in this chapter.

19.2 Components of Anesthesia Care

Anesthesia care usually begins with preoperative evaluation and assessment of the patient days before
they enter the hospital or surgery center for surgery. Preoperative care begins when the patient enters
the holding area before surgery where they are evaluated again and their medical history is reviewed
as venous access is established and preoperative medication administered. The patient is transported to
the operating room and all the monitoring systems are applied. When everyone is ready, anesthesia is
induced and the surgery begins. Following the completion of surgery, the patient moves to the recovery
room where they are monitored by the postanesthesia recovery unit nurses.

The practice of anesthesia includes more than just providing relief from pain; in fact, pain relief
can be considered a secondary facet of the specialty. In actuality, the modern concept of the safe and

19-1
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efficacious delivery of anesthesia requires consideration of three fundamental tenets and is ordered here
by relative importance:

1. Maintenance of vital organ function
2. The relief of pain
3. The maintenance of the “internal milieu”

The first, maintenance of vital organ function, is concerned with preventing damage to cells and organ
systems that could result from inadequate supply of oxygen and other metabolic substrates. The delivery
of blood and cellular substrates is often referred to as perfusion of the cells or tissues. During the deliv-
ery of an anesthetic, the patient’s “vital signs” are monitored in an attempt to prevent inadequate tissue
perfusion. However, the surgery itself, the patient’s existing pathophysiology, drugs given for the relief of
pain, or even the management of blood pressure may compromise tissue perfusion. There is a great need
for a patient monitoring system to provide direct information concerning adequacy of perfusion. Why is
adequate perfusion of tissues a higher priority than providing relief of pain for which anesthesia is named?
A rather obvious extreme example is that without cerebral perfusion or perfusion of the spinal cord, deliv-
ery of an anesthetic is not necessary. Damage to other organ systems may result in a range of complications
from delaying the patient’s recovery to diminishing their quality of life or to premature death.

In other words, the primary purpose of anesthesia care is to maintain adequate delivery of required
substrates to each organ and cell, which will hopefully preserve cellular function throughout the body.
Surgical retraction may result in diminished blood flow to organ systems, again demonstrating the need
to monitor adequacy of perfusion.

The second principle of anesthesia is to relieve the pain caused by surgery. The first use of ether for
surgical anesthesia occurred in March of 1842 in Georgia by a surgeon named Crawford Long. More
than 4 years later in October of 1846, there was a public demonstration of ether anesthesia for the relief
of pain from a surgical procedure at the Massachusetts General Hospital. The use of ether and chloro-
form to render a patient unconscious spread quickly to England and Europe.

The field of treating chronic pain and suffering caused by many disease states is now managed by a
subspecialty within anesthesia, called pain management. However, many pain services are multidisci-
plinary relying on neurologists, anesthesiologists, as well as other physician specialists.

The third principle of anesthesia is the maintenance of the internal environment of the body. For
example, the regulation of electrolytes (sodium, potassium, chloride, magnesium, calcium, etc.), acid-
base balance, and a host of supporting functions on which cellular function and organ system com-
munications rest.

19.3 Who Delivers Anesthesia?

The person delivering anesthesia may be

« An anesthesiologist (physician specializing in anesthesiology)

« Ananesthesiology physician assistant (a person trained in a medical school at the masters level to
administer anesthesia as a member of the care team led by an anesthesiologist)

o Oranurse anesthetist (a nurse with intensive care unit experience who has additional training in
nurse anesthesia at the master’s level)

19.4 Types of Anesthesia

There are three major categories of anesthesia provided to patients: (1) general anesthesia, (2) conduction
anesthesia, and (3) monitored anesthesia care. General anesthesia typically includes the intravenous
injection of anesthetic drugs (hypnotics such as propofol) that render the patient unconscious, followed
by delivery of inhalation anesthetic drugs, intravenous analgesics, and often drugs that paralyze skeletal
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muscles. Immediately following drug administration, a plastic tube is inserted into the trachea and the
patient is connected to an electropneumatic system to maintain ventilation of the lungs. All inhalation
anesthetics are provided as liquids that require vaporizers to convert the liquid into a breathable vapor.
In some cases, nitrous oxide is also administered along with the inhalation agent or other intravenous
anesthetic drugs to maintain anesthesia for surgical procedures. When combinations of inhalation
agents and intravenous agents are used together to provide anesthesia, it is called a balanced anesthetic.
Conduction anesthesia refers to blocking the conduction of pain and possibly motor nerve impulses trav-
eling along specific nerves. This is also called regional anesthesia because it affects only a specific region of
the body. The common forms of conduction anesthesia include spinal and epidural anesthesia, as well as
specific nerve blocks, for example, axillary nerve blocks that are used to facilitate surgery of the forearm and
hand. To achieve a successful conduction anesthetic, local anesthetic agents, such as lidocaine are injected
into the proximity of specific nerves to block the conduction of electrical impulses. In addition, sedation
may be provided intravenously to keep the patient comfortable while they are lying still for the surgery.
Monitored anesthesia care refers to monitoring and managing the patient’s vital signs while adminis-
tering sedatives and analgesics to keep the patient comfortable. Also, the anesthesia team is available to
treat complications related to the surgical procedure. Typically, the surgeon administers topical or local
anesthetics to alleviate regional pain. Throughout the hospital and in outlying locations, nurses, physi-
cian assistants, and others are providing what is called conscious sedation for patients. Conscious seda-
tion can be very helpful in gastrointestinal laboratories, radiology, and other areas where patients need to
be sedated but not anesthetized. Unfortunately, sedation is part of a continuum that spans local anesthe-
sia only without much sedation, to general anesthesia. A person who administers a propofol infusion to
make the patient comfortable may inadvertently cause the patient to stop breathing from the side effects
of propofol. Without proper monitoring, the knowledge to recognize and effectively interpret the moni-
tored data, and the skills required to manage a general anesthetic, the outcomes may be less than desired.
There are many patient safety issues here that could benefit from improved technology and better drugs.
To provide the range of support required, from the paralyzed mechanically ventilated patient to the
patient receiving monitored anesthesia care, a versatile anesthesia delivery system must be available to
the anesthesia care team. Today’s anesthesia delivery system comprises six major elements (Figure 19.1):

\( Anesthesia machine-
'L monitoring system

1 1

v .
aporizers Blending
?|Desflurane
Enflurane —
Halothane y
IsoFlurane
SevoFlurane .
Breathing circuit Mechanical

ventilator

Scavenging of Patient
waste gases Patient monitoring
system

FIGURE 19.1 Block diagram of the basic components of the anesthesia delivery system.
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(1) the primary and secondary sources of gases (O,, air, N,O, vacuum, gas scavenging, and possibly CO,
and helium); (2) the gas blending and vaporization system; (3) the breathing circuit (including methods
for manual and mechanical ventilation); (4) the excess gas scavenging system that minimizes potential
pollution of the operating room by anesthetic gases; (5) instruments and equipment to monitor the
function of the anesthesia delivery system; and (6) patient monitoring instrumentation and equipment.
Newer additions to the anesthesia machine include the control of infusion pumps for the delivery of
total intravenous anesthesia (TIVA), and closed-loop control of the patient’s carbon dioxide concentra-
tions and inhalation anesthetic levels (released in Europe, but not yet approved by the Food and Drug
Administration (FDA) for use in the United States).

19.5 Gases Used during Anesthesia and Their Sources

Most inhaled anesthetic agents are liquids that are vaporized in a device within the anesthesia deliv-
ery system. The exception is xenon that is a naturally occurring gas and worthy of mention because it
is an almost perfect inhalational anesthetic—except for one thing, cost. While it can provide general
anesthesia, it is prohibitively expensive to produce because its concentration in the atmosphere is only
0.0000087% by volume.

The vaporized agents are then blended with other breathing gases before flowing into the breathing
circuit and being administered to the patient. The most commonly administered form of anesthesia is
called a balanced general anesthetic and is a combination of inhalation agent plus intravenous analgesic
drugs. Intravenous drugs often require electromechanical devices to administer an appropriately con-
trolled flow of drug to the patient.

Gases needed for the delivery of anesthesia are generally limited to oxygen (O,), air, nitrous oxide
(N,0), and possibly helium (He). Vacuum and gas scavenging systems are also required. There needs
to be secondary sources of these gases in the event of primary failure or questionable contamination.
Typically, primary sources are those supplied from a hospital distribution system at 345 kPa (50 psig)
through gas columns or wall outlets. The secondary sources of gas are cylinders hung on yokes on the
anesthesia delivery system.

Oxygen provides an essential metabolic substrate for all human cells, but it is not without dangerous side
effects. Prolonged exposure to high concentrations of oxygen may result in toxic effects within the lung
that decrease diffusion of gas into and out of the blood. In neonates, the return to breathing air following
prolonged exposure to elevated O, concentrations may result in a debilitating explosive blood vessel growth.

Oxygen is usually delivered to the hospital in liquid form (boiling point of —183°C), stored in cryo-
genic tanks, vaporized, and supplied to the hospital piping system as a gas. The reason for liquid storage
is efficiency, since 1 L of liquid becomes 860 L of gas at standard temperature and pressure. The second-
ary source of oxygen within an anesthesia delivery system is usually one or more E cylinders filled with
gaseous oxygen at a pressure of 15.2 MPa (2200 psig).

19.5.1 Air (78% N,, 21% 0,, 0.9% Ar, and 0.1% Other Gases)

The primary use of air during anesthesia is as a diluent to decrease the inspired oxygen concentration.
The typical primary source of medical air (there is an important distinction between “air” and “medical
air” related to the quality and the requirements for periodic testing) is a special compressor that avoids
hydrocarbon-based lubricants for purposes of medical air purity. Dryers are employed to rid the com-
pressed air of water before distribution throughout the hospital. Medical facilities with limited need for
medical air may use banks of H cylinders of dry medical air. A secondary source of air may be available
on the anesthesia machine as an E cylinder containing dry gas at 15.2 MPa.

Nitrous oxide is a colorless, odorless, and nonirritating gas that does not support human life. Breathing
more than 85% N,O may be fatal. N,O is not an anesthetic (except under hyperbaric conditions), rather,
it is an analgesic and an amnestic. There are many reasons for administering N,O during the course of
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TABLE 19.1 Physical Properties of Gases Used during Anesthesia

Gas Molecular Wt Density (g/L) Viscosity (cp) Specific Heat (kJ/kg°C)
Oxygen 31.999 1.326 0.0203 0.917
Nitrogen 28.013 1.161 0.0175 1.040
Air 28.975 1.200 0.0181 1.010
Nitrous oxide 44.013 1.836 0.0144 0.839
Carbon dioxide 44.01 1.835 0.0148 0.850
Helium 4.003 0.1657 0.0194 5.190

an anesthetic including enhancing the speed of induction and emergence from anesthesia, decreasing
the concentration requirements of potent inhalation anesthetics (i.e., halothane, isoflurane, etc.), and as
an essential adjunct to narcotic analgesics. N,O is supplied to anesthetizing locations from banks of H
cylinders that are filled with 90% liquid at a pressure of 5.1 MPa (745 psig). Secondary supplies are avail-
able on the anesthesia machine in the form of E cylinders, again containing 90% liquid. Continual expo-
sure to low levels of N,O in the workplace has been implicated in several medical problems, including
spontaneous abortion, infertility, birth defects, cancer, liver and kidney disease, and others. Although
there is no conclusive evidence to support most of these implications, there is a recognized need to
scavenge all waste anesthetic gases and periodically sample N,O levels in the workplace to maintain the
lowest possible levels consistent with reasonable risk to the operating room personnel and cost to the
institution (Dorsch and Dorsch, 2008).

Carbon dioxide is colorless, odorless, but very irritating to breathe in higher concentrations.
CO, is a by-product of human cellular metabolism and is not a life-sustaining gas. CO, influences
many physiologic processes either directly or through the action of hydrogen ions by the reaction
CO, + H,0 <= H,CO; <= H* + HCOj. Although not very common in the United States today, in the
past, CO, was administered during anesthesia to stimulate respiration that was depressed by anesthetic
agents and to cause increased blood flow in otherwise compromised vasculature during certain surgical
procedures. Like N,O, CO, is supplied as a liquid in H cylinders and then vaporized for distribution in
pipeline systems or as a liquid in E cylinders that are located on the anesthesia machine. CO, may be
used during cardiopulmonary bypass procedures while artificially oxygenating the blood.

Helium is a colorless, odorless, and nonirritating gas that does not support life. The primary use of
helium in anesthesia is to enhance gas flow through small orifices as in asthma, airway trauma, or tra-
cheal stenosis. The viscosity of helium is not different from other anesthetic gases (refer to Table 19.1)
and is therefore not beneficial when the airway flow is laminar. However, in the event that ventilation
must be performed through abnormally narrow orifices or tubes that create turbulent flow conditions,
helium is the preferred carrier gas. Resistance to turbulent flow is proportional to the density rather
than viscosity of the gas and helium is an order of magnitude less dense than other gases. A secondary
advantage of helium is that it has a large specific heat relative to other anesthetic gases and, therefore,
can carry the heat from laser surgery out of the airway more effectively than air, oxygen, or nitrous
oxide, although this has never been demonstrated to be clinically significant. Helium is usually supplied
as a mixture with oxygen (heliox, 25% O,, and 75% helium).

19.5.2 Gas Blending and Vaporization System

The basic anesthesia machine utilizes primary low-pressure gas sources of 345 kPa (50 psig) available
from wall or ceiling column outlets, and secondary high-pressure gas sources located on the machine.
Oxygen may come from either the low-pressure source or from the 15.2 MPa (2200 psig) high-pressure
yokes via cylinder pressure regulators. All anesthesia machines are required to have a safety system
for limiting the minimum concentration of oxygen that can be delivered to the patient to 25%. Most
currently available anesthesia machines are microprocessor based and of varying levels of electronic
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TABLE 19.2 Physical Properties of Currently Available Volatile Anesthetic Agents

Boiling Point (°C at Vapor Pressure Liquid Density
Agent Generic Name 760 mmHg) (mmHg at 20°C) (g/mL) MAC? (%)
Halothane 50.2 243 1.86 0.75
Enflurane 56.5 175 1.517 1.68
Isoflurane 48.5 238 1.496 1.15
Desflurane 23.5 664 1.45 6.0
Sevoflurane 58.5 160 1.51 2.0

@ Minimum alveolar concentration is the percent of the agent required to provide surgical anesthesia to 50% of
the population in terms of a cumulative dose-response curve. The lower the MAC, the more potent is the agent.

sophistication. Some machines use mechanical needle valves to control gas flows and employ electronic
flow sensors for display purposes rather than use rotameter glass flow tubes. Other more sophisticated
machines use electronic flow controllers instead of mechanical needle valves. Some machines even use
microprocessor control of vaporization managing and measuring the flow of gas flowing through the
vaporization chamber and the bypass line.

The physical properties of inhalational anesthetics are provided in Table 19.2. Note that desflurane,
compared to other agents, has a boiling point that is close to normal room temperature and a vapor pres-
sure that is close to atmospheric pressure at sea level. These properties dictated a new type of vaporizer
that heats the agent to 39°C in order to meter the flow of desflurane vapor into the gas flow stream. The
minimum alveolar concentration (MAC) of halothane, from Table 19.2 indicates that the agent is the
most potent of the agents available today with desflurane as the least potent.

Microprocessors with their measurement and control functions provide means for integration of
monitoring and assuring proper operation of the machine, but not proper use by the clinician. Anesthesia
machines are becoming more like automobiles in that the microprocessors that monitor and control
the engine performance have now eliminated the ability of the users to identify and locate problems.
The machines have become so sophisticated that clinicians are no longer able to troubleshoot or find
workarounds for problems that occur during use. Even the factory service personnel have become so
specialized that hospitals that own several models of anesthesia delivery systems have different service
personnel for different machines. Local service provided by clinical engineering departments to anes-
thesia equipment is becoming similar to how these departments handle patient monitoring. Clinical
engineering departments stock printed circuit boards and modules that can be exchanged rather than
troubleshooting to the component level. The advantages of all electronic anesthesia machines are to
monitor proper function of complex electronics, integrate alarm functions to create smart alarms, and
begin to implement control functions such as closed-loop control of ventilatory parameters. The down-
side to all electronic machines is the creation of numerous complex catastrophic failure modes.

Currently, most anesthesia machines in the United States use calibrated flow through vaporizers,
meaning that all the gases from the various flowmeters are mixed in the manifold before entering the
vaporizer. Any given vaporizer has a calibrated control knob that once set to the desired concentration
for a specific agent will deliver that concentration to the patient. Some form of interlock system must
be provided such that only one vaporizer may be activated at any given time. Figure 19.2 schematically
illustrates the operation of a purely mechanical vaporizer with temperature compensation. This simple
flow-over design permits a fraction of the total gas flow to pass into the vaporizing chamber where it
becomes saturated with vapor before being added back to the total gas flow. Mathematically, this is
approximated by

_ Qyc*Py
P*(Que + Qs) - P,*Qq

E,
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FIGURE 19.2 Schematic diagram of a calibrated in-line vaporizer that uses the flow-over technique for adding
anesthetic vapor to the breathing-gas mixture.

where F, is the fractional concentration of agent at the outlet of the vaporizer, Q; the total flow of gas
entering the vaporizer, Q. the amount of Qg that is diverted into the vaporization chamber, P, the
vapor pressure of the agent, and P, the barometric pressure. From Figure 19.2, the temperature com-
pensator would decrease Q, as temperature increased because vapor pressure is proportional to tem-
perature. The concentration accuracy over a range of clinically expected gas flows and temperatures is
approximately +15%. Because vaporization is an endothermic process, anesthetic vaporizers must have
sufficient thermal mass and conductivity to permit the vaporization process to proceed independently
of the rate at which the agent is being used.

The vaporizer for desflurane is in many cases unique in that it is electronic, and as Figure 19.3 illus-
trates, the liquid agent is heated and injects the desflurane vapor into the breathing gas. The electronics
are all analog for safety reasons.

19.5.3 Breathing Circuits

The concept behind an effective breathing circuit is to provide an adequate volume of a controlled concen-
tration of gas to the patient during inspiration and to carry the exhaled gases away from the patient during
exhalation. There are several forms of breathing circuits that can be classified into two basic types: (1) open
circuit, meaning no rebreathing of any gases and no CO, absorber present and (2) closed circuit, indicating
the presence of CO, absorber and some rebreathing of other gases. Open circuits are rarely used because
of the expense of delivering high gas flows as there is a great potential for the patient to rebreathe their
own exhaled gases unless the fresh gas inflow is 2-3 times the patient’s minute volume. The open circuits
do have the advantage that their time constant for changing concentrations of oxygen or anesthetic agents
is significantly less than a closed or semiclosed breathing system. Figure 19.4 illustrates the most popular
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form of breathing circuit, the circle system, with oxygen monitor, circle pressure gage, volume monitor
(spirometer), and airway pressure sensor. The circle is a closed system or semiclosed when the fresh gas
inflow exceeds the patient’s requirements. Excess gas evolves into the scavenging device and some of the
exhaled gas is rebreathed after having the CO, removed. The inspiratory and expiratory valves in the circle
system guarantee that gas flows to the patient from the inspiratory limb and away from the patient through
the exhalation limb. In the event of a failure of either or both of these valves, the patients will rebreathe
exhaled gas that contains CO,, which is a potentially dangerous situation.

There are two forms of mechanical ventilation used during anesthesia: volume ventilation where the
volume of gas delivered to the patient remains constant regardless of pressure that is required and pres-
sure ventilation where the ventilator provides sufficient volume to the patient that is required to produce
some desired pressure in the breathing circuit. Volume ventilation is the most popular because the vol-
ume delivered remains theoretically constant despite changes in lung compliance. Pressure ventilation
is useful when compliance losses in the breathing circuit are high relative to the volume delivered to the
lungs. Pressure ventilation also permits the alveoli with longer time constants (=R X C, R is airway
resistance, C is alveolar compliance) to fill more completely.

There are multiple variations in these two methods of ventilation now available on anesthesia delivery
systems:

1. Volume-controlled ventilation—the patient receives a specific volume of gas delivered to the lungs
at set time intervals with pressure limit.

2. Pressure-controlled ventilation—a constant pressure applied to the airway and the lungs fill
according to their compliance and the set pressure (volume = compliance X pressure).

3. Pressure-controlled ventilation with volume guarantee—a set pressure is delivered to the breath-
ing circuit, but that pressure is altered by the ventilator until the set tidal volume is achieved.

4. Pressure-assist ventilation—this mode permits the patient to trigger a breath delivered by the
ventilator assisting the patient’s breathing.

5. Synchronous intermittent mandatory ventilation (SIMV)—this mode permits the patient to
breathe on their own (spontaneous ventilation), but supplements the volume that the patient
breathes according to a set breathing rate. For example, the SIMV rate may be set to 4 breaths
per minute while the patient is breathing low volumes at a rate of 20 breaths/min. Every 12 s, the
ventilator will assist a patient-triggered breath and deliver an adequate tidal volume. If the patient
stops breathing, then the ventilator will deliver a set volume of gas 4 times/min.

Humidification is an important adjunct to the breathing circuit because it maintains the integrity
of the cilia that line the airways and promote the removal of mucus and particulate matter from the
lungs. Humidification of dry breathing gases can be accomplished by simple passive heat and moisture
exchangers inserted into the breathing circuit at the level of the endotracheal tube connectors, or by
elegant dual-servo electronic humidifiers that heat a reservoir filled with water and also heat a wire
in the gas-delivery tube to prevent rainout of the water before it reaches the patient. Electronic safety
measures must be included in these active devices because of the potential for burning the patient and
the fire hazard.

19.5.4 Gas Scavenging Systems

The purpose of scavenging exhaled and excess anesthetic agents is to reduce or eliminate the poten-
tial hazard to employees who work in the environment where anesthetics are administered, includ-
ing operating rooms, obstetrical areas, special-procedure areas, physician’s offices, dentist’s offices,
and veterinarian’s surgical suites. Typically, more gas is administered to the breathing circuit than is
required by the patient, resulting in the necessity to remove excess gas from the circuit. The scaveng-
ing system must be capable of collecting gas from all components of the breathing circuit, includ-
ing adjustable pressure level valves, ventilators, and sample-withdrawal type gas monitors, without
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FIGURE 19.5 Examples of open- and closed-gas scavenger interfaces. The closed interface requires relief valves
in the event of scavenging flow failure.

altering characteristics of the circuit, such as pressure or gas flow to the patient. There are two broad
types of scavenging systems as illustrated in Figure 19.5: the open interface is a simple design that
requires a large physical space for the reservoir volume, and the closed interface with an expandable
reservoir bag that must include relief valves for handling the cases of no scavenged flow and great
excess of scavenged flow.

Trace-gas analysis must be performed to guarantee the efficacy of the scavenging system. The National
Institutes of Occupational Safety and Health (NIOSH) recommends that trace levels of nitrous oxide
must be maintained at or below 25 ppm time-weighted average and that halogenated anesthetic agents
remain below 2 ppm.

19.6 Monitoring the Function of the Anesthesia Delivery System

The anesthesia machine can produce a single or combinations of catastrophic events, any one of which
could be fatal to the patient: (1) delivery of a hypoxic gas mixture to the patient; (2) the inability to
adequately ventilate the lungs by not producing positive pressure in the patient’s lungs, not delivering
an adequate volume of gas to the lungs, or by improper breathing circuit connections that permit the
patient’s lungs to receive only rebreathed gases; and (3) the delivery of an overdose of an inhalational
anesthetic agent. The necessary monitoring equipment to guarantee proper function of the anesthesia
delivery system includes at least

« Inspired oxygen concentration monitor with absolute low-level alarm of 19%

« Airway pressure monitor with alarms for
o Low pressure indicative of inadequate breathing volume and possibly a leak
 Sustained elevated pressures that could compromise cardiovascular function
o High pressures that could cause pulmonary barotrauma
o Subatmospheric pressure that could cause collapse of the lungs
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 Exhaled gas volume monitor
« Carbon dioxide monitor (capnography)
 Inspired and exhaled concentration of anesthetic agents

Sound monitoring principles require: (1) the earliest possible detection of untoward events (before they
result in physiologic derangements) and (2) specificity that results in rapid identification and resolution
of the problem. An extremely useful rule to always consider is “never monitor the anesthesia delivery
system performance through the patient’s physiologic responses.” That is, never intentionally use a device,
such as a pulse oximeter, to detect a breathing circuit disconnection because the warning is very late and
there is no specific information provided that leads to rapid resolution of the problem.

19.7 Monitoring the Patient

The anesthetist’s responsibilities to the patient include providing relief from pain and preserving all
existing normal cellular function of all organ systems. Currently, the latter obligation is fulfilled by
monitoring essential physiologic parameters and correcting any substantial derangements that occur
before they are translated to permanent cellular damage. The inadequacy of current monitoring meth-
ods can be appreciated by realizing that most monitoring modalities only indicate damage after an insult
has occurred, at which point the hope is that it is reversible or that further damage can be prevented.

Standards for basic intraoperative monitoring of patients undergoing anesthesia, which were devel-
oped and adopted by the American Society of Anesthesiologists, became effective in 1990 and were last
revised in 2005. Standard I concerns the responsibilities of anesthesia personnel, whereas standard II
requires that the patient’s oxygenation, ventilation, circulation, and temperature must be evaluated con-
tinually during all anesthetics. The following list includes patient monitoring options that are available
to anesthesia providers:

o Electrocardiogram

o Pulse oximetry

o Urine output

+ Cardiac output

o Electroencephalogram (EEG)

o Evoked potentials

o Noninvasive or invasive blood pressure

o Temperature

o Nerve stimulators

o Mixed venous oxygen saturation

o Transesophageal echo cardiography (TEE)

o Coagulation status

+ Blood gases and electrolytes (Po,, Pco,, pH, BE, Na*, K*, Cl-, Ca?*, and glucose)
o Capnography and breathing gas analysis (O,, CO,, N,0, anesthetic agents)
 BiSpectral index or entropy monitoring systems

19.7.1 Control of Patient Temperature

Anesthesia alters the thresholds for temperature regulation and the patient becomes unable to main-
tain normal body temperature. As the patient’s temperature falls even a few degrees toward room tem-
perature, several physiologic derangements occur: (1) drug action is prolonged, (2) blood coagulation is
impaired, and (3) postoperative infection rate increases. On the positive side, cerebral protection from
inadequate perfusion is enhanced by just a few degrees of cooling. Proper monitoring of core body tem-
perature and forced hot air warming of the patient is essential.
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19.7.2 Monitoring the Depth of Anesthesia

There are two very unpleasant experiences that patients may have while undergoing an inadequate anes-
thetic: (1) the patient is paralyzed and unable to communicate their state of discomfort, they are feeling
the pain of surgery, and are aware of their surroundings; (2) the patient may be paralyzed, unable to
communicate, and is aware of their surroundings, but is not feeling any pain. The ability to monitor the
depth of anesthesia would provide a safeguard against these unpleasant experiences; however, despite
numerous instruments and approaches to the problem, it remains elusive. Brain stem auditory-evoked
responses have come closest to the depth of anesthesia monitoring, but it is difficult to perform, expen-
sive, and not possible to perform during many types of surgery. A promising technology, called bispec-
tral index (BIS monitoring) is purported to measure the level of patient hypnosis through multivariate
analysis of a single channel of the EEG.

19.7.3 Anesthesia Computer-Aided Record Keeping

Conceptually, every anesthetist desires an automated anesthesia record-keeping system. Anesthesia
care can be improved through the feedback provided by correct record keeping, but today’s systems have
an enormous overhead associated with their use when compared to standard paper record keeping. No
doubt that automated anesthesia record keeping reduces the drudgery of routine recording of vital signs,
but to enter drugs and drips and their dosages, fluids administered, urine output, blood loss, and other
data require much more time and machine interaction than the current paper system. Despite attempts
to use every input/output device ever produced by the computer industry from keyboards to bar codes
to voice and handwriting recognition, no solution has been found that meets wide acceptance. The ten-
ants of a successful system must include

1. The concept of a user-transparent system, which is ideally defined as no required communication
between the computer and the clinician (far beyond the concept of user friendly), and therefore
that is intuitively obvious to use even to the most casual users.

2. Recognition of the fact that educational institutions have very different requirements from private
practice institutions.

3. Real-time hard copy of the record produced at the site of anesthetic administration that permits
real-time editing and notation.

4. Ability to interface with a great variety of patient and anesthesia delivery system monitors from
various suppliers.

5. Ability to interface with a large number of hospital information systems.

6. Inexpensive to purchase and maintain.

19.7.4 Alarms

Vigilance is the key to effective risk management but maintaining a vigilant state is not easy. The prac-
tice of anesthesia has been described as moments of shear terror connected by times of intense boredom.
Alarms can play a significant role in redirecting one’s attention during the boredom to the most impor-
tant event regarding patient safety but only if false alarms can be eliminated, alarms can be prioritized,
and all alarms concerning anesthetic management can be displayed in a single clearly visible location.
Alarms should be integrated through multiple monitoring modalities to provide a sensitivity of one and
specificity of one. The areas of patient and equipment alarms are a fertile ground for research.

19.7.5 Ergonomics

The study of ergonomics attempts to improve performance by optimizing the relationship between
people and their work environment. Ergonomics has been defined as a discipline that investigates and
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applies information about human requirements, characteristics, abilities, and limitations to the design,
development, and testing of equipment, systems, and jobs (Loeb, 1993). This field of study applied to
anesthesia is only in its infancy and examples of poor ergonomic design abound in the anesthesia
workplace.

19.7.6 Simulation in Anesthesia

Almost all anesthesia academic training institutions have simulators that are used for teaching anesthe-
sia-related skills, critical thinking, assessing knowledge and clinical judgment, and for rehearsing team-
based crisis management (Gallagher and Issenberg, 2007; Kofke and Nadkarni, 2007; Kyle and Murray,
2008). Complete patient simulators are hands-on high-fidelity realistic simulators that interface with
physiologic monitoring equipment to simulate patient responses to equipment malfunctions, operator
errors, and drug therapies. There are also crisis management simulators for coordinating team activities
such as cardiac arrest, malignant hyperthermia, and triage following large-scale disasters. Simulators
are currently being explored for certification and continued demonstration of qualifications for anes-
thesiologists and anesthetists. Several commercially available high-fidelity patient simulators dominate
the simulation landscape in anesthesia. The best method of training is a combination of simulation and
direct patient care. Haptic simulators are useful for teaching skills and specific procedures.

19.7.7 Reliability

The design of an anesthesia delivery system is unlike the design of most other medical devices because
it is a life-support system. As such, its core elements deserve all the considerations of the latest fail-safe
technologies. Too often, in today’s quest to apply microprocessor technology to everything, trade-offs
are made among reliability, cost, and engineering elegance. There is an ongoing debate concerning the
advantages of microprocessor-based machines with numbers of catastrophic failure modes versus sim-
ple ultrareliable mechanical systems with an absolute minimum of catastrophic failure modes. There
is a phase in the development cycle in which electronic controls are added with no real advantage over
simple ultrareliable machines. The next phase is closing the loop and providing many advantages that
make the delivery of anesthesia safer. However, the inclusion of microprocessors can enhance the safety
of anesthesia delivery if they are implemented without adding catastrophic failure modes.
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20.1 Introduction

An electrosurgical unit (ESU) passes high-frequency electric current through biological tissues to achieve
surgical modification of the tissue, such as cutting, coagulation, desiccation, ablation, lesioning, shrink-
age, sealing, or fusion. Electrosurgery is also known as high-frequency (HF) surgery or surgical dia-
thermy. The fundamental frequency of electrosurgical waveforms is generally above 200 kHz to minimize
the potential for neuromuscular stimulation. Various forms of electrosurgery have been in practice since
the 1920s to cut tissue effectively while at the same time controlling the amount of bleeding. Cutting is
achieved primarily with a continuous sinusoidal waveform, whereas coagulation is achieved with a series
of sinusoidal wave packets. The surgeon selects either one of these waveforms or a blend of them to suit the
surgical needs. Electrosurgical current may be delivered using several methods with the most widely used
being the monopolar and bipolar modes. The most noticeable difference between these two modes is the
manner in which the electrical current enters and leaves the tissue. In the monopolar mode, the current
flows from a small active electrode into the surgical site, spreads through the body, and returns to a large
dispersive electrode on the skin. The high current density in the vicinity of the active electrode achieves
the desired tissue effect, such as cutting or coagulation, whereas the low current density under the dis-
persive electrode causes no tissue damage. The monopolar mode may be used for cutting, coagulating,
ablating, or lesioning tissue. In the bipolar mode, the current flows only through the tissue in contact with
the bipolar electrodes. The most common type of bipolar instrument is in the form of forceps. The bipolar
mode may be used for coagulation, desiccation, tissue ablation, vessel sealing, or tissue fusion.

The following sections describe in detail the theoretical and technological design details of ESUs,
including their modes of operation, typical applications, and potential hazards.

20.2 Theory of Operation

In principle, electrosurgery is based on rapid heating of the tissue. To better understand the thermo-
dynamic events during electrosurgery, it helps to know the general effects of heat on biological tissue.
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Consider a tissue volume that experiences a temperature increase from normal body temperature to
45°C within a few seconds. Although the cells in this tissue volume show neither microscopic nor mac-
roscopic changes, some cytochemical changes do in fact occur. However, these changes are reversible
and the cells return to their normal function when the temperature returns to normal values. Above
45°C, irreversible changes take place that inhibit normal cell functions and lead to cell death. First,
between 45°C and 60°C, the proteins in the cell lose their quaternary configuration and solidify into a
glutinous substance that resembles the white of a hard-boiled egg. This process, termed coagulation, is
accompanied by tissue blanching. Further, increasing the temperature up to 100°C leads to tissue dry-
ing, that is, the aqueous cell contents evaporate. This process is called desiccation. If the temperature
is increased beyond 100°C, the solid contents of the tissue reduce to carbon, a process referred to as
carbonization. Tissue damage not only depends on temperature, however, but also on the length of
exposure to heat. Thus, the overall temperature-induced tissue damage is an integrative effect between
temperature and time that is expressed mathematically by the Arrhenius relationship, where an expo-
nential function of temperature is integrated over time [1].

In the monopolar mode, the active electrode either touches the tissue directly or is held a few mil-
limeters above the tissue. When the electrode is held above the tissue, the electric current bridges the
air gap by creating an electric discharge arc. A visible arc forms when the electric field strength exceeds
1 kV/mm in the gap and disappears when the field strength drops below a certain threshold level.

When the active electrode touches the tissue and the current flows directly from the electrode into the
tissue without forming an arc, the rise in tissue temperature follows the bioheat equation

I ,
T-T,= G—pcjt (20.1)

where T and T, are the final and initial temperatures (K), ¢ is the electrical conductivity (S/m), p the
tissue density (kg/m?3), ¢ the specific heat of the tissue (J/kg K), J the current density (A/m?), and ¢ the
duration (s) of heat application [1]. The bioheat equation is valid for short application times where sec-
ondary effects, such as heat transfer to surrounding tissues, blood perfusion, and metabolic heat, can be
neglected. According to Equation 20.1, the surgeon has primarily three means of controlling the cutting
or coagulation effect during electrosurgery: the contact area between the active electrode and tissue, the
electrical current density, and the activation time. In most commercially available electrosurgical gen-
erators, the only output variables that can be adjusted are power and waveform (mode). The power set-
ting as well as the type and size of the active electrode allows the surgeon some control over the current.
Table 20.1 lists typical output power and mode settings for various surgical procedures. Table 20.2 lists
some typical tissue impedance ranges seen during the use of an ESU in surgery. The values are shown as
ranges because the impedance increases as the tissue dries out, and at the same time the output power
of the ESU decreases.

20.3 Monopolar Mode

A continuous sinusoidal waveform, of sufficient voltage, cuts the tissue with very little hemostasis. This
waveform is simply called cut or pure cut. During each positive and negative swing of the sinusoidal
waveform, a new discharge arc forms and disappears at essentially the same tissue location. The electric
current concentrates at this tissue location causing a sudden increase in temperature because of resistive
heating. The rapid rise in temperature then vaporizes intracellular fluids, increases cell pressure, and
ruptures the cell membrane, thereby parting the tissue. This chain of events is confined to the vicinity of
the arc, because from there the electric current spreads to a much larger tissue volume and the current
density is no longer sufficiently high to cause resistive heating damage. Typical output values for ESUs,
in cut and other modes, are shown in Table 20.3.
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TABLE 20.1 Typical ESU Power Settings for Various Surgical Procedures

Power-Level Range Procedures
Low power

<30 W cut Neurosurgery

<30 W coag Dermatology

Medium power
30 W-150 W cut
30 W-70 W coag

High power
>150 W cut
>70 W coag

Plastic surgery

Oral surgery
Laparoscopic sterilization
Vasectomy

General surgery
Laparotomies

Head and neck surgery (ENT)
Major orthopedic surgery
Major vascular surgery
Routine thoracic surgery

Polypectomy

Transurethral resection procedures
(TURPs)

Thoracotomies

Ablative cancer surgery

Mastectomies

Note: Ranges assume the use of a standard blade-type electrode; The use of a nee-
dle electrode, or other small current concentrating electrode, allows lower settings to
be used; Users are urged to use the lowest setting that provides the desired clinical

results.

TABLE 20.2 Typical Tissue Impedance Ranges during

Electrosurgery
Impedance Range (Q)
Cut Mode Application
Prostate tissue 400-1700
Oral cavity 1000-2000
Liver tissue
Muscle tissue
Gall bladder 1500-2400
Skin tissue 1700-2500
Bowel tissue 2500-3000
Periosteum
Mesentery 3000-4200
Omentum
Adipose tissue 3500- 4500
Scar tissue
Adhesions
Coag mode application
Contact coagulation to stop 100-1000

bleeding
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TABLE 20.3 Typical Output Characteristics of ESUs

Crest Factor

Output Voltage { Vieak |
Range Open Circuit, Output Power Frequency Virs
Vieakopeak (V) Range (W) (kHz) Duty Cycle (%)

Monopolar Modes

Cut 200-5000 1-400 300-1750 14-2.1 100

Blend 1500-5800 1-300 300-1750 2.1-6.0 25-80

Desiccate 400-6500 1-200 240-800 3.5-6.0 50-100

Fulgurate/spray 6000-12,000 1-200 300-800 6.0-20.0 10-70
Bipolar mode

Coagulate/ 200-1000 1-70 300-1050 1.6-12.0 25-100

desiccate

Experimental observations have increasingly shown that hemostasis is achieved when cutting with
an interrupted sinusoidal waveform or amplitude-modulated continuous waveform. These waveforms
are typically called blend or blended cut. Some ESUs offer a choice of blend waveforms to allow the sur-
geon to select the degree of hemostasis desired.

When a continuous or interrupted waveform is used while the electrode is in direct contact with the
tissue and the output voltage is too low to cause arcing, desiccation of the tissue occurs. Some ESUs have
a distinct mode for this purpose called desiccation or contact coagulation.

In noncontact coagulation, the duty cycle of an interrupted waveform and the crest factor (ratio of
peak voltage to rms voltage) influence the degree of hemostasis. Although a continuous waveform rees-
tablishes the arc at essentially the same tissue location concentrating the heat there, an interrupted
waveform causes the arc to reestablish itself at different tissue locations. The arc seems to dance from
one location to the other, raising the temperature of the top tissue layer to coagulation levels. These
noncontact coagulation waveforms are also called fulguration or spray. Because the current inside the
tissue spreads very quickly from the point where the arc strikes, the heat concentrates in the top layer,
primarily desiccating the tissue and causing some carbonization.

The most widely used monopolar active electrode is a small flat blade with symmetrical leading and
trailing edges that is embedded at the tip of an insulated handle. The edges of the blade are shaped to
easily initiate discharge arcs and to help the surgeon manipulate the incision; they cannot mechanically
cut the tissue. Because the surgeon holds the handle in his hands like a pencil, it is often referred to as
the “pencil.” Many pencils contain one or more switches in their handle to control the electrosurgi-
cal waveform, primarily to switch between cutting and coagulation. Other active electrodes include
needle electrodes, loop electrodes, ball electrodes, and laparoscopic electrodes. Needle electrodes are
used for coagulating small tissue volumes like in neurosurgery or plastic surgery. Loop electrodes are
used to resect nodular structures, such as polyps or to excise tissue samples for pathological analysis. An
example would be the large loop excision of the transformation zone (LLETZ) procedure in which the
transition zone of the cervix is excised. Electrosurgery at the tip of an endoscope or laparoscope requires
yet another set of active electrodes and specialized training of the surgeon.

Besides the traditional uses described above, there are many new applications that use monopolar
energy. Tissue may be ablated or lesions created to selectively kill undesired cells. Examples are soft tis-
sue ablation that uses a rigid monopolar electrode introduced into a tumor and cardiac ablation, which
uses a flexible catheter to create a lesion in the heart to treat an arrhythmia. The delivery of monopolar
energy may also be enhanced by the addition of a controlled column of argon gas in the path between
the active electrode and the tissue. The flow of argon gas assists in clearing the surgical site of fluid and
improves visibility. When used in the coagulation mode, the argon gas is turned into a plasma, allowing
tissue damage and smoke to be reduced, and producing a thinner, more flexible eschar. When used with
the cut mode, lower power levels may be used.
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20.4 Dispersive Electrodes

Dispersive electrodes are also called plate electrodes, passive electrodes, return electrodes, neutral elec-
trodes, or grounding pads. The main purpose of the dispersive electrode is to return the monopolar
high-frequency current to the ESU without causing harm to the patient. This is usually achieved by
attaching a large-surface-area electrode to the patient’s skin at some point away from the surgical site.
The large electrode area and low contact impedance reduce the current density to levels where tissue
heating is minimal. Because the ability of a dispersive electrode to avoid tissue heating and burns is of
primary importance, dispersive electrodes are often characterized by their “heating factor.” The heating
factor describes the energy dissipated under the dispersive electrode and is equal to I?f, where I is the
rms current and f the time of exposure in seconds. During surgery, a typical value for the heating factor
is 3 A%s, but factors of up to 9 A%s may occur during certain procedures [2].

Two types of dispersive electrodes are in common use today, the resistive type and the capacitive type.
In disposable form, both electrodes have a similar structure and appearance. A thin, rectangular metal-
lic foil has an insulating layer on the outside, connects to a gel-like material on the patient side and may
be surrounded by adhesive foam. In the resistive type, the gel-like material is made of adhesive conduc-
tive gel, whereas in the capacitive type, it is made of dielectric nonconductive material. The adhesive
foam and adhesive gel layer ensure that both electrodes maintain good skin contact to the patient, even
if the electrode gets stressed mechanically from pulls on the electrode cable or some moisture devel-
ops under the electrode pad. Both types have specific advantages and disadvantages. Electrode failures
and subsequent patient injury can be attributed mostly to improper application, electrode dislodgment,
and electrode defects rather than to electrode design. There also exists a reusable capacitive dispersive
electrode with an extra large, nonadhesive surface that is placed between the patient and the operating
room table.

20.5 Bipolar Mode

The bipolar mode concentrates the current flow between two electrodes or two groups of electrodes,

requiring considerably less power for achieving the same coagulation effect than the monopolar mode.
For example, consider coagulating a small blood vessel with 3 mm external diameter and 2 mm internal
diameter, a tissue resistivity of 360 Qcm, a contact area of 2 X 4 mm, and a distance between the forceps
tips of 1 mm. The tissue resistance between the forceps is 450 Q as calculated from R = pL/A, where p is
the resistivity, L the distance between the forceps, and A the contact area. Assuming a typical current
density of 200 mA/cm?, a small current of 16 mA, a voltage of 7.2 'V, and a power level of 0.12 W suf-
fice to coagulate this small blood vessel. In contrast, during monopolar coagulation, current levels of
200 mA and power levels of 100 W or more are not uncommon to achieve the same surgical effect. The
temperature increase in the vessel tissue follows the bioheat Equation 20.1. If the specific heat of the ves-
sel tissue is 4.2 J/kg K and the tissue density is 1 g/cm?, then the temperature of the tissue between the
forceps increases from 37°C to 57°C in 5.83 s. When the active electrode touches the tissue, less tissue
damage occurs during coagulation because the charring and carbonization that accompany fulguration
are avoided.

Surgeons may select among different sizes and shapes of forceps to further refine the desired clinical
result. Fine-tipped forceps are frequently used in neurosurgery where very low power levels result in
very small areas of tissue coagulation. Some hardware manufacturers have an autobipolar mode, which
automatically turns the bipolar energy on when a tissue is grasped and automatically turns the energy
oft when a selectable level of coagulation is reached. This gives the surgeon a consistent level of coagula-
tion, reduces tissue sticking, and greatly reduces fatigue in long procedures.

Advanced bipolar technologies include the sealing of blood vessels, fusion of tissue, tissue ablation, and
bipolar cutting. Vessel sealing and tissue fusion uses special instruments and control algorithms to fuse
the collagen within tissue. The most common use of this technology is to permanently seal blood vessels.
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Tissue ablation utilizes bipolar or multipolar electrodes and specialized output waveforms to ablate soft or
connective tissue. A tonsillectomy is an example of a procedure that may be performed using this bipolar
method. Bipolar cutting does the same job as monopolar cutting but with the active and return electrodes
in the same instrument. This allows lower powers to be used and a dispersive electrode is not required.

20.6 ESU Hazards

Improper use of electrosurgery may expose both the patient and the surgical staff to various hazards. By
far, the most frequent hazard is an undesired burn. Less frequent are undesired neuromuscular stimula-
tion, interference with pacemakers, or other devices, fires, and gas explosions [1,3].

Monopolar current returns to the ESU through the dispersive electrode. If the contact area of the
dispersive electrode is large and the current exposure time short, then the skin temperature under the
electrode does not rise above 45°C, which has been shown to be the maximum safe temperature [4].
However, to include a safety margin, the skin temperature should not rise more than 6°C above the
normal surface temperature of 29-33°C [5]. The current density at any point under the dispersive elec-
trode has to be significantly below the recognized burn threshold of 100 mA/cm? for 10 s. This means
that the contact area between the electrode and the patient is the most important factor in preventing a
dispersive electrode burn.

To avoid burns under dispersive electrodes, the IEC Standard for HF Surgical Devices [5] requires
that “HF surgical equipment having a rated output power of more than 50 W shall be provided with
a continuity monitor or contact quality monitor ....” The most common of these is the contact quality
monitor. A contact quality monitor consists of a circuit to measure the impedance between the two sides
of a split dispersive electrode and the skin. This impedance is inversely proportional to the actual area of
contact between the patient and the dispersive electrode. A small high-frequency current flows from one
section of the dispersive electrode through the skin to the second section of the dispersive electrode. If
the impedance between these two sections exceeds a certain threshold, or increases by a certain percent-
age, the patient contact area has unacceptably decreased, an audible alarm sounds, and the ESU output is
disabled. The cable continuity monitor is less common. Unlike the contact quality monitor, this monitor
only checks the continuity of the cable between the ESU and the dispersive electrode and sounds an alarm
if the resistance in that conductor is greater than 1 Q.

There are other sources of undesired burns. Active electrodes become hot when they are used. After
use, the active electrode should be placed in a protective holster, if available, or on a suitable surface to
isolate it from the patient and surgical staff [6]. The correct placement of an active electrode will also
prevent the patient and/or surgeon from being injured, if an inadvertent activation of the ESU occurs
(e.g., someone accidentally stepping on a foot pedal). Some surgeons use a practice called “buzzing the
hemostat” in which a small bleeding vessel is grasped with a clamp or hemostat and the active electrode
touched to the clamp while activating. Because of the high voltages involved and the stray capacitance to
ground, the surgeon’s glove may be compromised. This results in an instantaneous burn to the surgeon’s
finger, which feels like an electrical shock. If the surgical staff cannot be convinced to eliminate the
practice of buzzing hemostats, the probability of burns can be reduced by using a cut waveform instead
of a coagulation waveform (lower voltage), by maximizing contact between the surgeon’s hand and the
clamp, and by not activating until the active electrode is firmly touching the clamp.

Although it is commonly assumed that neuromuscular stimulation ceases or is insignificant at fre-
quencies above 10 kHz, such stimulation has been observed in anesthetized patients undergoing cer-
tain electrosurgical procedures. This undesirable side effect of electrosurgery is generally attributed to
nonlinear events that occur during the electric arcing between the active electrode and tissue [1]. These
nonlinear events may rectify the high-frequency current leading to both dc and low-frequency ac com-
ponents. These current components can reach magnitudes that stimulate nerve and muscle cells. To
minimize the probability of unwanted neuromuscular stimulation, most ESUs incorporate in their out-
put circuit a high-pass filter that suppresses dc and low-frequency ac components.
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The use of electrosurgery means the presence of electric discharge arcs. This presents a potential fire
hazard in an operating room where oxygen and flammable gases may be present. These flammable gases
may be introduced by the surgical staff (anesthetics or flammable cleaning solutions), or may be gener-
ated within the patient themselves (bowel gases). The use of disposable paper drapes and dry surgical
gauze also provides a flammable material that may be ignited by sparking or by contact with a hot active
electrode. Therefore, prevention of fires and explosions depends primarily on the prudence and judg-
ment of the ESU operator [7].

20.7 ESU Design

Modern ESUs contain building blocks that are also found in other medical devices, such as micropro-
cessors, power supplies, enclosures, cables, indicators, displays, and alarms. The main building blocks
unique to ESUs are control input switches, the high-frequency power amplifier, and the safety monitor.

Input control switches include front panel controls, footswitch controls, and handswitch controls. To
make operating an ESU more uniform between models and manufacturers, and to reduce the possibility
of operator error, the ANSI/AAMI/IEC 60601-2-2 standard [6] makes specific reccommendations con-
cerning the physical construction of ESUs and prescribes mechanical and electrical performance stan-
dards. For instance, front panel controls need to have their function identified by a permanent label and
their output indicated on alphanumeric displays or on graduated scales; the pedals of foot switches need
to be labeled and respond to a specified activation force; and if the active electrode handle incorporates
two finger switches, their positions have to correspond to specific functions. Additional recommenda-
tions can be found in Reference 6.

Currently, three basic high-frequency power amplifiers are in use: the parallel connection of a bank
of bipolar power transistors, the hybrid connection of parallel bipolar power transistors cascaded with
metal oxide silicon field effect transistors (MOSFETs), and the bridge connection of MOSFETs. Each has
unique properties and represents a stage in the evolution of ESUs.

In those devices that use a parallel bank of bipolar power transistors, the transistors are arranged in
a Class A configuration. The bases, collectors, and emitters are all connected in parallel, and the collec-
tive base node is driven through a current-limiting resistor. A feedback resistor capacitor (RC) network
between the base node and the collector node stabilizes the circuit. The collectors are usually fused
individually before connecting to the common node, and through the primary coil of the step-up trans-
former to the high-voltage power supply. A capacitor and resistor in parallel to the primary coil create
a resonant tank circuit that generates the output waveform at a specific frequency. Additional elements
may be switched in and out of the primary parallel resistor inductor capacitor (RLC) circuit to alter
the output power and waveform for various electrosurgical modes. Small-value resistors between the

emitters and ground improve the current sharing between transistors. This configuration sometimes
requires the use of matched sets of high-voltage power transistors.

A similar arrangement exists in amplifiers using parallel bipolar power transistors cascaded with a
power MOSFET. This arrangement is called a hybrid cascode amplifier. In this type of amplifier, the col-
lectors of a group of bipolar transistors are connected, via protection diodes, to one side of the primary
of the step-up transformer. The other side of the primary is connected to the high-voltage power sup-
ply. The emitters of two or three bipolar transistors are connected, via current-limiting resistors, to the
drain of an enhancement mode MOSFET. The source of the MOSFET is connected to ground and the
gate of the MOSFET is connected to a voltage-snubbing network driven by a fixed-amplitude pulse cre-
ated by a high-speed MOS driver circuit. The bases of the bipolar transistors are connected, via current
control RC networks, to a common variable base voltage source. Each collector and base is separately
fused. In cut modes, the gate drive pulse is at a fixed frequency and the base voltage is varied according
to the power setting. In the coagulation modes, the base voltage is fixed, and the pulse width driving the
MOSFET is varied. This changes the conduction time of the amplifier and controls the amount of energy
imparted to the output transformer and its load. In the coagulation and the high-power cut modes, the
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bipolar power transistors are saturated and the voltage across the bipolar/MOSFET combination is low.
This translates to high efficiency and low power dissipation.

The most common high-frequency power amplifier in use is a bridge connection of MOSFETs. In
this configuration, the drains of a series of power MOSFETSs are connected, via protection diodes, to
one side of the primary of the step-up output transformer. The drain protection diodes protect the
MOSFETs against the negative voltage swings of the transformer primary. The other side of the trans-
former primary is connected to the high-voltage power supply. The sources of the MOSFETs are con-
nected to ground. The gate of each MOSFET has a resistor connected to ground and one to its driver
circuitry. The resistor to ground speeds up the discharge of the gate capacitance when the MOSFET
is turned on while the gate series resistor eliminates turn off oscillations. Various combinations of
capacitors and/or inductor capacitor (LC) networks can be switched across the primary of the step-up
output transformer to obtain different waveforms. In cut modes, the output power is controlled by
varying the high-voltage power supply. In coagulation modes, the output power is controlled by vary-
ing the on time of the gate drive pulse.

Many manufacturers have begun to include sophisticated computer-based systems in their ESUs that
not only simplify the use of the device but also increase the safety of patient and operator [8]. Some
devices offer a so-called power-peak system that delivers a very short power peak at the beginning of
electrosurgical cutting to start the cutting arc. Other modern devices use continuous monitoring of cur-
rent and voltage levels to make automatic power adjustments and provide a smooth cutting action from
the beginning of the incision to its end. Increased computing power, more sophisticated evaluation of
voltage and current waveforms, and the addition of miniaturized sensors will continue to make ESUs
more user friendly and safer.

Defining Terms

Active electrode: Electrode used for achieving desired surgical effect.

Coagulation: Solidifying proteins through the use of high-frequency currents that elevate the tempera-
ture of the tissue and reduce or terminate bleeding.

Desiccation: Drying of the tissue due to evaporation of intracellular fluids.

Dispersive electrode: Return electrode at which no electrosurgical effect is intended.

Fulguration: Random discharge of sparks between active electrode and tissue surface to achieve coagu-
lation and/or desiccation.

Spray: Another term for fulguration. Sometimes, this waveform has a higher crest factor than fulguration.
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Approximately 20 years ago the CO, laser was introduced into surgical practice as a tool to photother-
mally ablate, and thus to incise and to debulk, soft tissues. Subsequently, three important factors have
led to the expanding biomedical use of laser technology, particularly in surgery. These factors are (1) the
increasing understanding of the wavelength selective interaction and associated effects of ultraviolet-
infrared (UV-IR) radiation with biologic tissues, including those of acute damage and long-term heal-
ing, (2) the rapidly increasing availability of lasers emitting (essentially monochromatically) at those
wavelengths that are strongly absorbed by molecular species within tissues, and (3) the availability of
both optical fiber and lens technologies as well as of endoscopic technologies for delivery of the laser
radiation to the often remote internal treatment site. Fusion of these factors has led to the development
of currently available biomedical laser systems.

This chapter briefly reviews the current status of each of these three factors. In doing so, each of the
following topics will be briefly discussed:

1. The physics of the interaction and the associated effects (including clinical efforts) of UV-IR
radiation on biologic tissues

2. The fundamental principles that underlie the operations and construction of all lasers

3. The physical properties of the optical delivery systems used with the different biomedical lasers
for delivery of the laser beam to the treatment site
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4. The essential physical features of those biomedical lasers currently in routine use ranging over a
number of clinical specialties, and brief descriptions of their use

5. The biomedical uses of other lasers used surgically in limited scale or which are currently being
researched for applications in surgical and diagnostic procedures and the photosensitized inacti-
vation of cancer tumors

In this review, effort is made in the text and in the last section to provide a number of key references
and sources of information for each topic that will enable the reader’s more in-depth pursuit.

21.1 Interaction and Effects of UV-IR Laser Radiation
on Biologic Tissues

Electromagnetic radiation in the UV-IR spectral range propagates within biologic tissues until it is
either scattered or absorbed.

21.1.1 Scattering in Biologic Tissue

Scattering in matter occurs only at the boundaries between regions having different optical refractive
indices and is a process in which the energy of the radiation is conserved (Van de Hulst, 1957). Since
biologic tissue is structurally inhomogeneous at the microscopic scale, for example, both subcellular and
cellular dimensions, and at the macroscopic scale, for example, cellular assembly (tissue) dimensions, and
predominantly contains water, proteins, lipids, and all different chemical species, it is generally regarded
as a scatterer of UV-IR radiation. The general result of scattering is deviation of the direction of propaga-
tion of radiation. The deviation is strongest when wavelength and scatterer are comparable in dimension
(Mie scattering) and when wavelength greatly exceeds particle size (Rayleigh scattering) (Van de Hulst,
1957). This dimensional relationship results in the deeper penetration into biologic tissues of those longer
wavelengths which are not absorbed appreciably by pigments in the tissues. This results in the relative
transparency of nonpigmented tissues over the visible and near-IR wavelength ranges.

21.1.2 Absorption in Biologic Tissue

Absorption of UV-IR radiation in matter arises from the wavelength-dependent resonant absorption of
radiation by molecular electrons of optically absorbing molecular species (Grossweiner, 1989). Because
of the chemical inhomogeneity of biologic tissues, the degree of absorption of incident radiation strongly
depends upon its wavelength. The most prevalent or concentrated UV-IR absorbing molecular species in
biologic tissues are listed in Table 21.1 along with associated high-absorbance wavelengths. These species
include the peptide bonds; the phenylalanine, tyrosine, and tryptophan residues of proteins, all of which
absorb in the UV range; oxy- and deoxyhemoglobin of blood which absorb in the visible to near-IR range;
melanin, which absorbs throughout the UV to near-IR range, which decreases absorption occurring with
increasing wavelength; and water, which absorbs maximally in the mid-IR range (Hale and Querry, 1973;
Miller and Veitch, 1993; White et al., 1968). Biomedical lasers and their emitted radiation wavelength val-
ues also are tabulated in Table 21.1. The correlation between the wavelengths of clinically useful lasers and
wavelength regions of absorption by constituents of biological tissues is evident. Additionally, exogenous
light-absorbing chemical species may be intentionally present in tissues. These include:

1. Photosensitizers, such as porphyrins, which upon excitation with UV-visible light initiate pho-
tochemical reactions which are cytotoxic to the cells of the tissue, for example, a cancer which
concentrates the photosensitizer relative to surrounding tissues (Spikes, 1989).

2. Dyes such as indocyanine green which, when dispersed in a concentrate fibrin protein gel can
be used to localize 810 nm GaAlAs diode laser radiation and the associated heating to achieve
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TABLE 21.1 UV-IR-Radiation-Absorbing Constituent of Biological Tissues and Biomedical Laser
Wavelengths
Optical Absorption
Constituent Tissue Type Wavelength® (nm)  Relative’ Strength Laser Type Wavelength (nm)
Proteins All
Peptide bond <220 (r) ot ArF 193
Amino acid
Residues
Tryptophan 220-290 (r) +
Tyrosine 220-290 (r) +
Phenylalanine 220-2650 (r) +
Pigments
Oxyhemoglobin Blood 414 (p) +++ Ar ion 488-514.5
Vascular tissues 537 (p) ++ Frequency 532
575 (p) ++ Doubled
970 (p) + Nd:YAG
690-1100 (r) Diode 810
Nd:YAG 1064
Deoxyhemoglobin ~ Blood 431 (p) -+ Dye 400-700
Vascular tissues 554 (p) ++ Nd:YAG 1064
Melanin Skin 220-1000 (r) A+ Ruby 693
Water All 2.1(p) A+t Ho:YAG 2100
3.02 (p) e Er:YAG 2940
>2.94 (r) - CO, 10,640

2 (p): Peak absorption wavelength; (r): wavelength range.
b The number of +signs qualitatively ranks the magnitude of the optical absorption.

localized thermal denaturation and bonding of collagen to affect joining or welding of tissue
(Bass et al., 1992; Oz et al., 1989).

3. Tattoo pigments including graphite (black) and black, blue, green, and red organic dyes
(Fitzpatrick, 1994; McGillis et al., 1994).

21.2 Penetration and Effects of UV-IR Laser Radiation
into Biologic Tissue

Both scattering and absorption processes affect the variations of the intensity of radiation with propa-
gation into tissues. In the absence of scattering, absorption results in an exponential decrease of radia-
tion intensity described simply by Beers law (Grossweiner, 1989). With appreciable scattering present,
the decrease in incident intensity from the surface is no longer monotonic. A maximum in local
internal intensity is found to be present due to efficient back-scattering, which adds to the intensity
of the incoming beam as shown, for example, by Miller and Veitch (1993) for visible light penetrating
into the skin and by Rastegar et al. (1992) for 1.064 um Nd:YAG laser radiation penetrating into the
prostate gland. Thus, the relative contributions of absorption and scattering of incident laser radia-
tion will stipulate the depth in a tissue at which the resulting tissue effects will be present. Since the
absorbed energy can be released in a number of different ways including thermal vibrations, fluores-
cence, and resonant electronic energy transfer according to the identity of the absorber, the effects on
tissue are in general different. Energy release from both hemoglobin and melanin pigments and from
water is by molecular vibrations resulting in a local temperature rise. Sufficient continued energy
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absorption and release can result in local temperature increases which, as energy input increases,
result in protein denaturation (41-65°C), water evaporation and boiling (up to = 300°C under confin-
ing pressure of tissue), thermolysis of proteins, generation of gaseous decomposition products and of
carbonaceous residue or char (=300°C). The generation of residual char is minimized by sufficiently
rapid energy input to support rapid gasification reactions. The clinical effect of this chain of thermal
events is tissue ablation. Much smaller values of energy input result in coagulation of tissues due to
protein denaturation.

Energy release from excited exogenous photosensitizing dyes is via formation of free-radical species
or energy exchange with itinerant dissolved molecular oxygen (Spikes, 1989). Subsequent chemical reac-
tions following free-radical formation or formation of an activated or more reactive form of molecular
oxygen following energy exchange can be toxic to cells with takeup of the photosensitizer.

Energy release following absorption of visible (VIS) radiation by fluorescent molecular species,
either endogenous to tissue or exogenous, is predominantly by emission of longer wavelength radiation
(Lakowicz, 1983). Endogenous fluorescent species include tryptophan, tyrosine, phenylalanine, flavins,
and metal-free porphyrins. Comparison of measured values of the intensity of fluorescence emission
from hyperplastic (transformed precancerous) cervical cells to cancerous cervical cells with normal
cervical epithelial cells shows a strong potential for diagnostic use in the automated diagnosis and stag-
ing of cervical cancer (Mahadevan et al., 1993).

21.3 Effects of Mid-IR Laser Radiation

Because of the very large absorption by water of radiation with wavelength in the IR range 22.0 pm,
the radiation of Ho:YAG, Er:YAG, and CO, lasers is absorbed within a very short distance of the tissue
surface, and scattering is essentially unimportant. Using published values of the water absorption coef-
ficient (Hale and Querry, 1973) and assuming an 80% water content and that the decrease in intensity is
exponential with distance, the depth in the “average” soft tissue at which the intensity has decreased to
10% of the incident value (the optical penetration depth) is estimated to be 619, 13, and 170 wm, respec-
tively, for Ho:YAG, Er:YAG, and CO, laser radiation. Thus, the absorption of radiation from these laser
sources and thermalization of this energy results essentially in the formation of a surface heat source.
With sufficient energy input, tissue ablation through water boiling and tissue thermolysis occur at the
surface. Penetration of heat to underlying tissues is by diffusion alone; thus, the depth of coagulation
of tissue below the surface region of ablation is limited by competition between thermal diffusion and
the rate of descent of the heated surface impacted by laser radiation during ablation of tissue. Because
of this competition, coagulation depths obtained in soft biologic tissues with use of mid-IR laser radia-
tion are typically <205-500 pm, and the ability to achieve sealing of blood vessels leading to hemo-
static (“bloodless”) surgery is limited (Judy et al., 1992; Schroder et al., 1987).

21.4 Effects of Near-IR Laser Radiation

The 810-nm and 1064-pm radiation, respectively, of the GaAlAs diode laser and Nd:YAG laser penetrate
more deeply into biologic tissues than the radiation of longer-wavelength IR lasers. Thus, the resulting
thermal effects arise from absorption at greater depth within tissues, and the depths of coagulation and
degree of hemostasis achieved with these lasers tend to be greater than with the longer-wavelength IR
lasers. For example, the optical penetration depths (10% incident intensity) for 810-nm and 1.024-um
radiation are estimated to be 4.6 and ~8.6 mm, respectively, in canine prostate tissue (Rastegar et al.,
1992). Energy deposition of 3600 J from each laser onto the urethral surface of the canine prostate
results in maximum coagulation depths of 8 and 12 mm, respectively, using diode and Nd:YAG lasers
(Motamedi et al., 1993). Depths of optical penetration and coagulation in porcine liver, a more vascular
tissue than prostate gland, of 2.8 and ~9.6 mm, respectively, were obtained with a Nd:YAG laser beam,
and of 7 and 12 mm, respectively, with an 810-nm diode laser beam (Rastegar et al., 1992). The smaller
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penetration depth obtained with 810-nm diode radiation in liver than in prostate gland reflects the
effect of greater vascularity (blood content) on near-IR propagation.

21.5 Effects of Visible-Range Laser Radiation

Blood and vascular tissues very efficiently absorb radiation in the visible wavelength range due to the
strong absorption of hemoglobin. This absorption underlies, for example, the use of

1. The argon ion laser (488-514.5 nm) in the localized heating and thermal coagulation of the vas-
cular choroid layer and adjacent retina, resulting in the anchoring of the retina in treatment of
retinal detachment (Katoh and Peyman, 1988).

2. The argon ion laser (488-514.5 nm), frequency-doubled Nd:YAG laser (532 nm), and dye laser
radiation (585 nm) in the coagulative treatment of cutaneous vascular lesions such as port wine
stains (Mordon et al., 1993).

3. The argon ion (488-514.5 nm) and frequency-doubled Nd:YAG lasers (532 nm) in the ablation of
pelvic endometrial lesions which contain brown iron-containing pigments (Keye et al., 1983).

Because of the large absorption by hemoglobin and iron-containing pigments, the incident laser radi-
ation is essentially absorbed at the surface of the blood vessel or lesion, and the resulting thermal effects
are essentially local (Miller and Veitch, 1993).

21.6 Effects of UV Laser Radiation

Whereas exposure of tissue to IR and visible-light-range laser energy result in removal of tissue by ther-

mal ablation, exposure to argon fluoride (ArF) laser radiation of 193-nm wavelength results predomi-
nantly in ablation of tissue initiated by a photochemical process (Garrison and Srinivasan, 1985). This
ablation arises from repulsive forces between like-charged regions of ionized protein molecules that
result from ejection of molecular electrons following UV photon absorption (Garrison and Srinivasan,
1985). Because the ionization and repulsive processes are extremely efficient, little of the incident laser
energy escapes as thermal vibrational energy, and the extent of thermal coagulation damage adjacent to
the site of incidence is very limited (Garrison and Srinivasan, 1985). This feature and the ability to tune
very finely the fluence emitted by the ArF laser so that micrometer depths of tissue can be removed have
led to ongoing clinical trials to investigate the efficiency of the use of the ArF laser to selectively remove
tissue from the surface of the human cornea for correction of short-sighted vision to eliminate the need
for corrective eyewear (Van Saarloos and Constable, 1993).

21.7 Effects of Continuous and Pulsed IR-Visible Laser
Radiation and Associated Temperature Rise

Heating following absorption of IR-visible laser radiation arises from molecular vibration during loss of
the excitation energy and initially is manifested locally within the exposed region of tissue. If incidence
of the laser energy is maintained for a sufficiently long time, the temperature within adjacent regions of
biologic tissue increases due to heat diffusion. The mean squared distance (X?) over which appreciable
heat diffusion and temperature rise occur during exposure time ¢ can be described in terms of the ther-
mal diffusion time T by the equation:

(X?) =t 21.1)

where 7T is defined as the ratio of the thermal conductivity to the product of the heat capacity and
density. For soft biologic tissues 7 is approximately 1 X 10° cm?s™ (Meijering et al., 1993). Thus, with
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continued energy input, the distance over which thermal diffusion and temperature rise occurs increases.
Conversely, with use of pulsed radiation, the distance of heat diffusion can be made very small; for
example, with exposure to a 1-us pulse, the mean thermal diffusion distance is found to be approxi-
mately 0.3 wm, or about 3-10% of a biologic cell diameter. If the laser radiation is strongly absorbed and
the ablation of tissues is efficient, then little energy diffuses away from the site of incidence, and lateral
thermally induced coagulation of tissue can be minimized with pulses of short duration. The effect of
limiting lateral thermal damage is desirable in the cutting of cornea (Hibst et al., 1992) and sclera of the
eye (Hill etal.,, 1993), and joint cartilage (Maes and Sherk, 1994), all of which are avascular (or nearly so,
with cartilage), and the hemostasis arising from lateral tissue coagulation is not required.

21.8 General Description and Operation of Lasers

Lasers emit a beam of intense electromagnetic radiation that is essentially monochromatic or contains
at most a few nearly monochromatic wavelengths and is typically only weakly divergent and easily
focused into external optical systems. These attributes of laser radiation depend on the key phenomenon
which underlies laser operation, that of light amplification by stimulated emission of radiation, which in
turn gives rise to the acronym LASER.

In practice, a laser is generally a generator of radiation. The generator is constructed by housing a light-
emitting medium within a cavity defined by mirrors which provide feedback of emitted radiation through
the medium. With sustained excitation of the ionic or molecular species of the medium to give a large den-
sity of excited energy states, the spontaneous and attendant stimulated emission of radiation from these
states by photons of identical wavelength (a lossless process), which is amplified by feedback due to photon
reflection by the cavity mirrors, leads to the generation of a very large photon density within the cavity.
With one cavity mirror being partially transmissive, say 0.1-1%, a fraction of the cavity energy is emitted
as an intense beam. With suitable selection of a laser medium, cavity geometry, and peak wavelengths of
mirror reflection, the beam is also essentially monochromatic and very nearly collimated.

Identity of the lasing molecular species or laser medium fixes the output wavelength of the laser.
Laser media range from gases within a tubular cavity, organic dye molecules dissolved in a flowing
inert liquid carrier and heat sink, to impurity-doped transparent crystalline rods (solid state lasers) and
semiconducting diode junctions (Lengyel, 1971). The different physical properties of these media in part
determine the methods used to excite them into lasing states.

Gas-filled, or gas lasers are typically excited by dc or rf electric current. The current either ionizes and
excites the lasing gas, for example, argon, to give the electronically excited and lasing Ar+ ion, or ion-
izes a gaseous species in a mixture also containing the lasing species, for example, N,, which by efficient
energy transfer excites the lasing molecular vibrational states of the CO, molecule.

Dye lasers and so-called solid-state lasers are typically excited by intense light from either another
laser or from a flashlamp. The excitation light wavelength range is selected to ensure efficient excitation
at the absorption wavelength of the lasing species. Both excitation and output can be continuous, or the
use of a pulsed flashlamp or pulsed exciting laser to pump a solid-state or dye laser gives pulsed output
with high peak power and short pulse duration of 1 [ts to 1 ms. Repeated excitation gives a train of pulses.
Additionally, pulses of higher peak power and shorter duration of approximately 10 ns can be obtained
from solid lasers by intracavity Q-switching (Lengyel, 1971). In this method, the density of excited states
is transiently greatly increased by impeding the path between the totally reflecting and partially trans-
mitting mirror of the cavity interrupting the stimulated emission process. Upon rapid removal of the
impeding device (a beam-interrupting or -deflecting device), stimulated emission of the very large popu-
lation of excited lasing states leads to emission of an intense laser pulse. The process can give single pulses
or can be repeated to give a pulse train with repetition frequencies typically ranging from 1 Hz to 1 kHz.

Gallium-aluminum (GaAlAs) lasers are, as are all semiconducting diode lasers, excited by electrical
current which creates excited hole-electron pairs in the vicinity of the diode junction. Those carrier pairs
are the lasing species which emit spontaneously and with photon stimulation. The beam emerges parallel



Biomedical Lasers 21-7

to the function with the plane of the function forming the cavity and thin-layer surface mirrors providing
reflection. Use of continuous or pulsed excitation current results in continuous or pulsed output.

21.9 Biomedical Laser Beam Delivery Systems

Beam delivery systems for biomedical lasers guide the laser beam from the output mirror to the site of
action on tissue. Beam powers of up to 100 W are transmitted routinely. All biomedical lasers incorporate
a coaxial aiming beam, typically from a HeNe laser (632.8 nm) to illuminate the site of incidence on tissue.

Usually, the systems incorporate two different beam-guiding methods, either (1) a flexible fused silica
(810,) optical fiber or light guide, generally available currently for laser beam wavelengths between
~400 nm and ~2.1 pm, where SiO, is essentially transparent and (2) an articulated arm having beam-
guiding mirrors for wavelengths greater than circa 2.1 um (e.g., CO, lasers), for the Er:YAG and for
pulsed lasers having peak power outputs capable of causing damage to optical fiber surfaces due to
ionization by the intense electric field (e.g., pulsed ruby). The arm comprises straight tubular sections
articulated together with high-quality power-handling dielectric mirrors at each articulation junc-
tion to guide the beam through each of the sections. Fused silica optical fibers usually are limited to a
length of 1-3 m and to wavelengths in the visible-to-low midrange IR (<2.1 pm), because longer wave-
lengths of IR radiation are absorbed by water impurities (<2.9 wm) and by the SiO, lattice itself (wave-
lengths > 5 um), as described by Levi (1980).

Since the flexibility, small diameter, and small mechanical inertia of optical fibers allow their use in
either flexible or rigid endoscopes and offer significantly less inertia to hand movement, fibers for use at
longer IR wavelengths are desired by clinicians. Currently, researchers are evaluating optical fiber mate-
rials transparent to longer IR wavelengths. Material systems showing promise are fused Al,O, fibers in
short lengths for use with near-3-um radiation of the Er:YAG laser and Ag halide fibers in short lengths
for use with the CO, laser emitting at 10.6 um (Merberg, 1993). A flexible hollow Teflon waveguide
1.6 mm in diameter having a thin metal film overlain by a dielectric layer has been reported recently
to transmit 10.6 um CO, radiation with attenuation of 1.3 and 1.65 dB/m for straight and bent (5-mm
radius, 90-degree bend) sections, respectively (Gannot et al., 1994).

21.9.1 Optical Fiber Transmission Characteristics

Guiding of the emitted laser beam along the optical fiber, typically of uniform circular cross-section,
is due to total internal reflection of the radiation at the interface between the wall of the optical fiber
core and the cladding material having refractive index n, less than that of the core 1, (Levi, 1980). Total
internal reflection occurs for any angle of incidence 6 of the propagating beam with the wall of the fiber
core such that 0 > 6_ where

sin, = (ﬂ) (21.2)
n,
or in terms of the complementary angle o
cosa., = (ﬂ) (21.3)
n,

For a focused input beam with apical angle o, incident upon the flat face of the fiber as shown in
Figure 21.1, total internal reflection and beam guidance within the fiber core will occur (Levi, 1980) for

NA = sin(a,,/2) < [#} - n?]*? (21.4)

where NA is the numerical aperture of the fiber.
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X Cladding

FIGURE 21.1 Critical reflection and propagation within an optical fiber.

This relationship ensures that the critical angle of incidence of the interface is not exceeded and that
total internal reflection occurs (Levi, 1980). Typical values of NA for fused SiO, fibers with polymer clad-
ding are in the range of 0.36-0.40. The typical values of o, = 14° used to insert the beam of the biomedi-
cal laser into the fiber is much smaller than those values (~21-23°) corresponding to typical NA values.
The maximum value of the propagation angle o typically used in biomedical laser systems is ~4.8°.

Leakage of radiation at the core-cladding interface of the fused SiO, fiber is negligible, typically being
0.3 dB/m at 400 nm and 0.01 dB/m at 1.064 wm. Bends along the fiber length always decrease the angle of
the incidence at the core-cladding interface. Bends do not give appreciable losses for values of the bend-
ing radius sufficiently large that the angle of incidence 0 of the propagating beam in the bent core does
not become less than 6. at the core-cladding interface (Levi, 1980). The relationship given by Levi (1980)
between the bending radius r,, the fiber core radius r,, the ratio (n,/n,) of fiber core to cladding refractive
indices, and the propagation angle o in Figure 21.1 which ensures that the beam does not escape is

m_1-p
n, 1+p

cosal (21.5)

where p = (,/r,). The inequality will hold for all & < o provided that

m_1-p 21.6)
n, 1+p

Thus, the critical bending radius 7 is the value of r, such that Equation 21.6 is an equality. Use of
Equation 21.6 predicts that bends with radii 212, 18, and 30 mm, respectively, will not result in appre-
ciable beam leakage from fibers having 400—, 600—, and 1000-pum diameter cores, which are typical in
biomedical use. Thus, use of fibers in flexible endoscopes usually does not compromise beam guidance.

Because the integrity of the core-cladding interface is critical to beam guiding, the clad fiber is
encased typically in a tough but flexible protective fluoropolymer buffer coat.

21.9.2 Mirrored Articulated Arm Characteristics

Typically two or three relatively long tubular sections or arms of 50-80 cm length make up the por-
tion of the articulated arm that extends from the laser output fixturing to the handpiece, endoscope, or
operating microscope stage used to position the laser beam onto the tissue proper. Mirrors placed at the
articulation of the arms and within the articulated handpiece, laparoscope, or operating microscope
stage maintain the centration of the trajectory of the laser beam along the length of the delivery sys-
tem. Dielectric multilayer mirrors (Levi, 1980) are routinely used in articulated devices. Their low-high
reflectivity <99.9 + % and power-handling capabilities ensure efficient power transmission down the
arm. Mirrors in articulated devices typically are held in kinetically adjustable mounts for rapid stable
alignment to maintain beam concentration.
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21.9.3 Optics for Beam Shaping on Tissues

Since the rate of heating on tissue, and hence rates of ablation and coagulation, depend directly on
energy input per unit volume of tissue, selection of ablation and coagulation rates of various tissues is
achieved through control of the energy density (J/cm? or W s/cm?) of the laser beam. This parameter is
readily achieved through use of optical elements such as discrete focusing lenses placed on the hand-
piece or rigid endoscope which controls the spot size upon the tissue surface or by affixing a so-called
contact tip to the end of an optical fiber. These are conical or spherical in shape with diameters ranging
from 300 to 1200 wm and with very short focal lengths. The tip is placed in contact with the tissue and
generates a submillimeter-sized focal spot in tissue very near the interface between the tip and tissue.
One advantage of using the contact tip over a focused beam is that ablation proceeds with small lateral
depth of attendant coagulation (Judy et al., 1993a). This is because the energy of the tightly focused
beam causes tissue thermolysis essentially at the tip surface and because the resulting tissue products
strongly absorb the beam resulting in energy deposition and ablation essentially at the tip surface. This
contrasts with the radiation penetrating deeply into tissue before thermolysis which occurs with a less
tightly focused beam from a free lens or fiber. An additional advantage with the use of contact tips in the
perception of the surgeon is that the kinesthetics of moving a contact tip along a resisting tissue surface
more closely mimics the “touch” encountered in moving a scalpel across the tissue surface.

Recently a class of optical fiber tips has been developed which laterally directs the beam energy from
a silica fiber (Judy et al., 1993b). These tips, either a gold reflective micromirror or an angled refractive
prism, offer a lateral angle of deviation ranging from 35 to 105° from the optical fiber axis (undevi-
ated beam direction). The beam reflected from a plane micromirror is unfocused and circular in cross-
section, whereas the beam from a concave mirror and refractive devices is typically elliptical in shape,
fused with distal diverging rays. Fibers with these terminations are currently finding rapidly expanding,
large-scale application in coagulation (with 1.064-um Nd:YAG laser radiation) of excess tissue lining
the urethra in treatment of benign prostatic hypertrophy (Costello et al., 1992). The capability for lateral
beam direction may offer additional utility of these terminated fibers in other clinical specialties.

21.9.4 Features of Routinely Used Biomedical Lasers

Currently four lasers are in routine large-scale clinical biomedical use to ablate, dissect, and to coagulate
soft tissue. Two, the carbon dioxide (CO,) and argon ion (Ar-ion) lasers, are gas-filled lasers. The other
two employ solid-state lasing media. One is the Neodymium-yttrium-aluminum-garnet (Nd:YAG)
laser, commonly referred to as a solid-state laser, and the other is the gallium-aluminum arsenide
(GaAlAs) semiconductor diode laser. Salient features of the operating characteristics and biomedi-
cal applications of those lasers are listed in Tables 21.2 through 21.5. The operational descriptions are

TABLE 21.2  Operating Characteristics of Principal Biomedical Lasers

Characteristics Ar Ion Laser CO, Laser

Cavity medium Argon gas, 133 Pa 10% CO,, 10% Ne, and 80% He; 1330 Pa
Lasing species Ar +ion CO, molecule

Excitation Electric discharge, continuous Electric discharge, continuous, pulsed
Electric input 208 V., 60 A 110 V., 15 A

Wall plug efficiency ~0.06% ~10%

Characteristics Nd:YAG laser GaAlAs diode laser

Cavity medium Nd-doped YAG n—p junction, GaAlAs diode

Lasing species Nd3t in YAG lattice Hole-electron pairs at diode junction
Excitation Flashlamp, continuous, pulsed Electric current, continuous pulsed
Electric input 208/240 V¢, 30 A continuous 110V, 15A

110 V,(, 10 A pulsed
Wall plug efficiency ~1% ~23%
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TABLE 21.3 Output Beam Characteristics of Ar Ion and CO, Biomedical Lasers

Output Characteristics

Argon Laser

Output power
Wavelength (s)

Electromagnetic wave
propagation mode

Beam guidance, shaping

2-8 W, continuous

Multiple lines (454.6-528.7 nm), 488,
514.5, dominant

TEM.,

Fused-silica optical fiber with contact tip
or flat ended for beam emission, lensed
handpiece. Slit lamp with ocular lens

CO, Laser
1-100 W, continuous
10.6 pm
TEM

Flexible articulated arm with mirrors;
lensed handpiece or mirrored-
microscope platen

TABLE 21.4 Output Beam Characteristics of Nd:YAG and GaAlAs Diode Biomedical Lasers

Output Characteristics

Nd:YAG Lasers

GaAlAs Diode Laser

Output power

Wavelength (s)

Electromagnetic wave propagation
modes

Beam guidance and shaping

1-100 W continuous at 1.064
millimicron

1-36 W continuous at 532 nm
(frequency doubled with KTP)

1.064 um/532 nm
Mixed modes

Fused SiO, optical fiber with contact
tip directing mirrored or refracture

tip

1-25 W continuous

810 nm
Mixed modes

Fused SiO, optical fiber with contact
tip or laterally directing mirrored or
refracture tip

TABLE 21.5 Clinical Uses of Principal Biomedical Lasers

Ar Jon Laser

CO, Laser

Pigmented (vascular) soft-tissue ablation in gynecology, general
and oral surgery, otolaryngology, vascular lesion coagulation in
dermatology, and retinal coagulation in ophthalmology

Nd:YAG Laser

Soft-tissue ablation-dissection and bulk tissue
removal in dermatology; gynecology; general, oral,
plastic, and neurosurgery; otolaryngology;

podiatry; urology

GaAlAs Diode Laser

Soft tissue, particularly pigmented vascular tissue, ablation—
dissection, and bulk tissue removal—in dermatology;
gastroenterology; gynecology; general, arthroscopic, neuroplastic,
and thoracic surgery; urology; posterior capsulotomy

(ophthalmology) with pulsed 1.064 millimicron and ocular lens

Pigmented (vascular) soft-tissue ablation-dissection
and bulk removal in gynecology; gastroenterology,
general, surgery, and urology; FDA approval for
otolaryngology and thoracic surgery pending

typical of the lasers currently available commercially and do not represent the product of any single

manufacturer.

21.9.5 Other Biomedical Lasers

Some important biomedical lasers have smaller-scale use or currently are being researched for biomedi-
cal application. The following four lasers have more limited scales of surgical use:

The Ho:YAG (Holmium:YAG) laser, emitting pulses of 2.1 pm wavelength and up to 4 J in energy,
used in soft tissue ablation in arthroscopic (joint) surgery (FDA approved).

The Q-switched Ruby (Cr:Al,O,) laser, emitting pulses of 694-nm wavelength and up to 2 J in energy
is used in dermatology to disperse black, blue, and green tattoo pigments and melanin in pigmented
lesions (not melanoma) for subsequent removal by phagocytosis by macrophages (FDA approved).
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The flashlamp pumped pulsed dye laser emitting 1- to 2-J pulses at either 577- or 585-nm wavelength
(near the 537-577 absorption region of blood) is used for treatment of cutaneous vascular lesions and
melanin pigmented lesions except melanoma. Use of pulsed radiation helps to localize the thermal dam-
age to within the lesions to obtain low damage of adjacent tissue.

The following lasers are being investigated for clinical uses:

1. The Er:YAG laser, emitting at 2.94 um near the major water absorption peak (OH stretch), is cur-
rently being investigated for ablation of tooth enamel and dentin (Li et al., 1992).

2. Dyelasers emitting at 630-690 nm are being investigated for application as light sources for excit-
ing dihematoporphyrin ether or benzoporphyrin derivatives in investigation of the efficacy of
these photosensitives in the treatment of esophageal, bronchial, and bladder carcinomas for the
FDA approved process.

Defining Terms

Biomedical Laser Radiation Ranges

Infrared (IR) radiation: The portion of the electromagnetic spectrum within the wavelength range
760 nm-1 mm, with the regions 760 nm-1.400 um and 1.400-10.00 pum, respectively, called
the near- and mid-IR regions.

Ultraviolet (UV) radiation: The portion of the electromagnetic spectrum within the wavelength range
100-400 nm.

Visible (VIS) radiation: The portion of the electromagnetic spectrum within the wavelength range
400-760 nm.

Laser Medium Nomenclature

Argon fluoride (ArF): Argon fluoride eximer laser (an eximer is a diatomic molecule which can exist
only in an excited state).

Ar ion: Argon ion.

CO,: Carbon dioxide.

Cr:Al,0;: Ruby laser.

Er:YAG: Erbium-yttrium-aluminum-garnet.

GaAlAs: Gallium-aluminum laser.

HeNe: Helium-neon laser.

Ho:YAG: Holmium-yttrium-aluminum-garnet.

Nd:YAG: Neodymium-yttrium-aluminum-garnet.

Optical Fiber Nomenclature

Ag halide: Silver halide, halide ion, typically bromine (Br) and chlorine (CI).
Fused silica: Fused SiO,.
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Further Information

Current research on the optical, thermal, and photochemical interactions of radiation and their effect on
biologic tissues, are published routinely in the journals: Laser in Medicine and Surgery, Lasers in the
Life Sciences, and Photochemistry Photobiology and to a lesser extent in Applied Optics and Optical
Engineering.

Clinical evaluations of biomedical laser applications appear in Lasers and Medicine and Surgery and in
journals devoted to clinical specialties such as Journal of General Surgery, Journal of Urology, and
Journal of Gastroenterological Surgery.

The annual symposium proceedings of the biomedical section of the Society of Photo-Optical
Instrumentation Engineers (SPIE) contain descriptions of new and current research on application
of lasers and optics in biomedicine.

The book Lasers (a second edition by Bela A. Lengyel), although published in 1971, remains a valuable
resource on the fundamental physics of lasers—gas, dye, solid-state, and semiconducting diode. A
more recent book, The Laser Guidebook by Jeftrey Hecht, published in 1992, emphasizes the techni-
cal characteristics of the gas, diode, solid-state, and semiconducting diode lasers.

The Journal of Applied Physics, Physical Review Letters, and Applied Physics Letters carry descriptions of the
newest advances and experimental phenomena in lasers and optics.

The book Safety with Lasers and Other Optical Sources by David Sliney and Myron Wolbarsht, published
in 1980, remains a very valuable resource on matters of safety in laser use.

Laser safety standards for the United States are given for all laser uses and types in the American National
Standard (ANSI) Z136.1-1993, Safe Use of Lasers.
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22.1 Introduction

Individual cells exert forces that are essential to the development and function of tissue in an organism.
The tension produced by actin and myosin proteins produce traction forces that allow cells to migrate
from one locality to another in an organism. These forces are also used by cells to contract in order to
change the shape of a tissue or to provide rigidity to its structure. In this chapter, we will discuss the
techniques and assays that have been developed to measure traction forces during migration and con-
traction. These tools have helped to understand how these forces are regulated and the role they play in
the biological function of cells.

Traction forces are important at all stages of life because it provides a mechanism for a cell to move
to areas of need and repair the integrity of a tissue. At the early stage of an organism, the process of
gastrulation drives the movement of cells from positions on the periphery of an embryo to the inside to
create the layers that become the ectoderm, mesoderm, and endoderm. Morphogenesis continues the
process of folding, movements, and cellular contractility to reach the final form of an organism. Once a
final stage of the architecture is reached, the repair and maintenance of the tissue requires further coor-
dinated cell movement. White blood cells exit from the blood stream and crawl through nearby tissue
to patrol for pathogens, mutated cells, and debris from dead cells. Cellular locomotion is important in
healing the regions where cells have been scrapped away or damaged. Replacement cells migrate into
a wound site from adjacent regions to restore the integrity of a tissue’s boundary and rebuild the sur-
rounding extracellular matrix.

The movement of cells can also have pathological effects as in the case of cancer where angiogenesis
drives the sprouting of endothelial cells to form new blood vessel in the direction of a tumor. New ves-
sels speed up the growth of the tumor by increasing its nutritional supply. However, a more dire con-
sequence of cell locomotion arises when cancer cells migrate away from a tumor and metastasize into
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other vital tissue, overwhelming the tissue’s ability to function properly and thereby possibly causing
the organism to die.

The measurement of cellular forces is a difficult task because cells are living entities and are responsive
to physical stimuli through a process known as mechanotransduction, which can be defined as a bio-
logical response to forces or mechanical properties of the microenvironment."> Mechanotransduction
has been implicated to play a role in proliferation, differentiation, migration, and morphogenesis. In
particular to traction forces, a cell is able to adjust the assembly of actin and myosin at different regions
within its cytoplasm to change its direction of migration or contraction in response to a physical cue.
Perhaps one of the most fascinating and simultaneously challenging aspects of studying traction forces
is that they can change in response to the tool itself. If one puts a force transducer on a cell, the cell will
adjust its traction forces in proportion to the mechanical stiffness of the transducer. The adaptability of
cells to the tools used makes it difficult to characterize the natural state of cells. Thus, one of the major
goals of cell mechanics is not only to measure cellular traction forces, but also to identify the mechanism
by which cells sense, interpret, and respond to physical stimuli.

22.2 Contractile Apparatus of Cells

As previously introduced, the behavior and function of a cell’s contractile apparatus is dependent on
two major proteins—actin and myosin. These proteins serve as the contractile machinery that generates
strain within a cell’s cytoskeleton to produce traction forces. An actin filament is made up of globular
monomers known as G-actin that organize into a double-helical strand known as F-actin (Figure 22.1a).
Because all actin monomers are orientated in the same direction along the double helix, there is polar-
ity in the filament. Unique properties are associated with the positive “barbed end” and the negative
“pointed end” by the different proteins that bind to actin. Actin grows its length by the polymerization
of free monomers at either end, but the growth rate at the positive end is significantly larger. Within a
cell, actin filaments can be found as bundles of fibers, interwoven meshes, three-dimensional (3D) gels,
or intermediaries of the three. These structures form the cytoskeleton that provides mechanical support
to the structure of a cell. Actin is a very strong polymer, having a modulus of elasticity between 1 and
2 GPa, and plays an essential role in locomotion by pushing the membrane of a cell forward. However,
the role it plays in conjunction with myosin is of major importance to traction forces.
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FIGURE 22.1 Actin and myosin proteins. (a) Actin forms a double-helix filament structure known as F-actin.
Individual monomers known as G-actin are added at either end of the filament, but the rate of polymerization at
the positive barbed end is significantly greater. (b) Myosin has a head region that binds to actin, a neck region that
contains essential light chains (ELC) and regulatory light chains (RLC), and the tail region that is a coiled-coil
structure.
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Myosin converts chemical energy into mechanical work that slides actin filaments past each other
to shorten the length of a cell. The structure of myosin has two heads, two necks, and a coiled-coil tail
region (Figure 22.1b). Each head of myosin has an actin-binding site and utilizes ATP hydrolysis to
move myosin toward the positive end of actin. The conformational change that arise from catalyzing
ATP into ADP during ATP hydrolysis causes myosin’s head to rotate about a fulcrum point in the neck
region (Figure 22.2). The release of energy from ATP hydrolysis causes the head to cock forward to start
the power stroke. When the head binds to actin, the phosphate dissociated from ATP is released and
elastic energy stored in the cocked head is transferred to actin to complete the power stroke. The neck
region plays a role as a stiff rod that increases the fulcrum action of myosin’s head with each power
stroke. Individual heads of myosin can deliver between 2 and 4 pN of force per power stroke.? The tail
region of myosin interacts with the tail of another myosin to form a dimer, causing each myosin to be
aligned antiparallel to the other. Multiple myosin dimers can self-assemble together into a myosin fila-
ment, which has a bipolar structure due to the myosin heads positioned at either end of the filament. The
bipolar orientation of myosin filaments allows the heads to move actin filaments in opposite directions,
or to create tension in the filaments when actin is restrained from sliding.

In the case of muscle, actin and myosin are arranged as parallel filaments that form a contractile unit
called a sarcomere. Actin composes the thin filaments of the sarcomere and myosin forms the thick fila-
ments (Figure 22.3a). Within each sarcomere unit, the positive ends of actin are anchored at the Z-disk
by oi-actinin, an actin cross-linking protein. Thin filaments are found at either side of the Z-disk and are
aligned like the bristles of a hairbrush. Thick filaments are found interdigitated between thin filaments
and their bipolar structure allows them to connect opposing thin filaments. Overall, this arrangement
forms a structural sequence: Z-disk, thin filaments, thick filaments, thin filaments, Z-disk, and so on.
Thin filaments are oriented with their negative ends facing each other and their positive ends at the
Z-disk. When activated, myosin heads walk toward the positive ends of actin at both ends of the thick
filament. This movement shortens the distance between opposing Z-disks by sliding actin filaments
closer together. The structural sequence of the sarcomere is repeated along the length of a muscle cell
and determines the overall distance the muscle can shorten.

The contractile apparatus in nonmuscle cells has many of the same proteins found in sarcomeres.
Bundles of actin and myosin are known as stress fibers, which provide the cytoskeletal tension required
for migration or contraction. Stress fibers are composed of bundles of actin filaments that are held

Tr000000000 04 "7 00

ADP ATP
a @

> ~(

Tre880000ps e si TTP00 7900000000054 T P00

,.......t l

D >>-=-—~

FIGURE 22.2 Actin-myosin power stroke cycle. At the top of the cycle, myosin releases from actin when ATP
becomes bound. Myosin ATPase activity causes the dissociation of ATP into ADP and P;, which changes the con-
formation of myosin for the power stroke. When myosin binds to actin, P, is released and the head of myosin pulls
on actin to impart a force on actin. The remaining ADP is then released and the power stroke cycle begins anew.
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FIGURE22.3 Contractile apparatus in cells. (a) A sarcomere is a highly organized contractile unit in muscle cells
that uses actin thin filaments and myosin thick filaments to shorten the length of a muscle. (b) A stress fiber is a
loosely organized contractile structure in nonmuscle cells that is essential for migration and contraction.

together by oi-actinin and myosin (Figure 22.3b). The bands of o-actinin and myosin are observed to
be periodic along the length of a stress fiber and the bands alternate with each other. In order for stress
fibers to be contractile, the positive ends of actin cannot be oriented in the same direction or else myosin
would simply walk along the filaments instead of sliding them past one another. Instead, actin filaments
in a stress fiber need to have antiparallel alignment for the fiber to contract its length. The ends of a
stress fiber are bound to adhesion sites with the extracellular matrix that allow the cell to deliver traction
forces from the tension in the fiber.

For a cell to move, it requires the formation of new adhesions at its front end and the release of
old adhesions at its back end. A useful conceptualization is that migration is a cycle of front protru-
sion, new adhesions, contraction, and release at the rear. A cell extends its membrane forward by actin
polymerization to find new ligands for its integrin receptors to form a focal complex. Integrins are
transmembrane receptors that mediate adhesion by binding to ligands in the extracellular matrix. On
the cytoplasmic side, focal adhesion proteins connect integrins to the contractile apparatus of the cyto-
skeleton. Tension applied at a focal complex produces a traction force that pulls a cell forward. The
tension also causes the complex to grow in size by recruiting additional focal adhesion proteins. These
larger adhesion structures are referred to as focal adhesions and are found to be more stable than focal
complexes, likely because of the abundant focal adhesion proteins that are able to aggregate additional
integrins together to reinforce the bond strength to the extracellular matrix. To complete the migration
step, a cell moves its body forward by contracting its length so as to create high force at its rear, breaking
the bonds of a focal adhesion or contributing to its disassembly.

22.3 Design Consideration for Traction Force Assays

The difficulty in measuring traction forces arise because integrin-mediated adhesions can be as small as
100 nm in diameter and so the sensors must be able to resolve forces at a similar length scale. It is easy to
see that this excludes most conventional force transducers, for instance, strain gages and metal springs.
However, the same principles of elasticity that govern these tools are used to measure a cell’s traction
forces. To state simply, the strength of a force on a material is proportional to its deformation. Using



Measuring Cellular Traction Forces at the Micro- and Nanoscale 22-5

this concept, known as Hooke’s law, researchers have employed materials and techniques that have the
appropriate physics and dimensions for measuring traction forces.

At the length scale of cells, the ratio of forces relative to each other is rather nonintuitive. In scaling
down to the nanometer scale, a body force has a smaller effect on an object than a surface force. The for-
mer scales with length to the third power (L), whereas the latter scales with length to the second power
(L?). It is even more dramatic when one considers forces that scale only with length (L!). To illustrate, an
ant can lift up to a hundred times its own weight (L?) because the strength of its muscles scale with their
cross-sectional area (L?), due to the number of thick filaments. However, an ant is easily trapped inside
a droplet of water because of its surface tension, which scales with the length of the air-water interface
(L'). The implications of scaling laws for assaying traction forces is apparent when one considers that the
weight of a cell with a 10 um diameter is approximately 5 nN, yet the force at one of its focal adhesions
can be larger than 100 nN.

The materials used in conventional force transducers and springs are not very feasible at the length
scale of a cell. A typical metal has an elastic modulus that is greater than 50 GPa and so the shear strain
for an area the size of a focal complex under the load of a traction force would be at most a few tenths of
a percent. Given that a focal complex is already a difficult nanoscale structure to resolve with high-pow-
ered microscopy, the prospect of detecting a physical distortion that is a very small fraction of its size
is nearly impossible. Therefore, softer structures are used instead of those that have low elastic moduli
(Section 22.4.2) or slender dimensions (Section 22.4.3) because they can adequately measure a traction
force by their larger degree of deformation.

To make slender objects for transducing traction forces, as in the case of cantilever force sensors, it
is important to have control over the manufacturing dimensions. For this reason, nanotechnology and
microfabrication have been used to construct the measurement devices. For example, cantilever beams
have been built so thin and slender that although the elastic modulus of the materials are between
1 MPa and 100 GPa, the spring constant of the structure is in the range of 1-100 nN/wm. The structural
flexibility allows the beam to deflect a few micrometers under the load of a traction force, which is an
amount that is readily measured under a high-powered microscope.

The use of nanotechnology and microfabrication has also allowed thousands to millions of traction
forces sensors to be manufactured at the same time. Large-scale production of the sensors is a major
advantage in biological experiments. Cells within a culture or tissue are not identical. They have differ-
ent degrees of metabolic activities, signaling reactions, cell cycle states, and differentiation cues due to
stochastic processes. To overcome the “noise” in biological systems, large data sets are often required to
make conclusions that are statistically significant. A supply of traction forces sensors that are plentiful
and easy to prepare is a major benefit.

Not only must the mechanics of the new tools be tailored to the range of traction forces to be mea-
sured, but how to resolve the deflections must also be considered. Using a microscope to observe the
deflection of a tool is a relatively noninvasive technique. Microscopy does require that the substrate be
optically transparent, which limits materials available for fabrication. Additionally, one must consider
whether to observe the forces exerted by one cell with high spatial and temporal accuracy, but with a
limited data population, or whether to interrogate a large number of cells at a low magnification but with
less measurement sensitivity. Overall, these considerations should act as a simple warning that one must
treat each new system with a degree of guarded optimism on what kind of studies are possible because
of the limits in its performance.

22.4 Traction Force Assays for Cells

To investigate traction forces and their role in physiology and pathology, tools have been made
from materials that are biocompatible with cells and functionalized with proteins that allow cells
to adhere through their integrin receptors. In general, studying traction forces involves culturing
them on flexible substrates that physically deform under the applied load. Traction forces assays
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owe much to the work of Robert Hooke. In 1665, he was the first to use the term “cell” based on his
observations with an early microscope and it is his theory of elasticity that is used predominantly to
measure their forces.

22.4.1 Silicone Membrane Wrinkling

In the early 1980s, Albert Harris pioneered the first method for measuring traction forces.! His tech-
nique used a thin membrane of silicone rubber that wrinkled from the traction forces of a cell (Figure
22.4a). To create the silicone membrane, a film of liquid prepolymer was spread on a glass coverslip and
briefly exposed to an open flame. The heat treatment created a thin skin of cured silicone rubber on top
of the remaining silicone liquid. The skin was approximately 1 um in thickness and the underlying sili-
cone liquid served as a lubricant layer between the coverslip and the skin. Cells seeded onto the silicone
membrane slowly pulled on the skin with a tangential force, producing wrinkles that were observed
easily under an optical microscope. This technique was a breakthrough in that traction forces had been
hypothesized previously, but had not been confirmed experimentally.

Albert Harris’ technique could assess where there were regions of compression and tension beneath
a cell by the shape and pattern of the wrinkles, which was useful in understanding the structures cells
use to crawl. It was observed that the wrinkles were different between cell types, but there was no means
to measure the strength of the traction forces that produced them, except to compare which cells pro-
duced more or less wrinkles than others. This tool also made major impact in assessing the enzymes
and regulatory proteins that regulate traction forces by comparing the amount of wrinkles between dif-
ferent treatments or inhibitors given to cells.> Paradoxically, traction forces were found to be weakest
among cell types that had the fastest migration speeds.!” What was more puzzling was that fibroblasts
were observed to have traction forces that were far larger than was required for cell migration. From this
observation, traction forces were newly considered as factors in morphogenesis because fibroblasts were
observed to pull matrix fibers into alignment, which bore a striking resemblance to the fiber arrange-
ments seen in ligaments and tendons.

The silicone membrane wrinkling technique was later improved upon with an additional fabrication
step to drastically reduce the stiffness of the substrate and provide a semiquantitative way to measure
traction forces (Figure 22.4b). After flame curing, UV irradiation was used to weaken the elasticity of
the silicone skin.!2 To calibrate the softer membranes, a known force from a glass pipette was applied
to the surface and the length of the wrinkles that formed was measured. It was found that the length of
a wrinkle increased linearly with the applied tip force. The improved wrinkling assay was used to study
the change in contractility during cytokinesis, where daughter cells form by cleavage of the cytoplasm

FIGURE 22.4 Silicone wrinkling membrane. (a) Fibroblast exerts traction forces that are strong enough to wrin-
kle the silicone rubber membrane. (Reproduced from Harris, A. K., Stopak, D. and Wild, P. Nature 290, 249-251,
1981.) (b) Keratocyte produces significantly more wrinkles on silicone membranes made softer by UV irradiation.
(Reproduced from Burton, K., Park, J. H. and Taylor, D. L. Mol Biol Cell 10, 3745-3769, 1999.) Scale bars, 10 um.



Measuring Cellular Traction Forces at the Micro- and Nanoscale 22-7

and then pull apart from each other. The increased number of wrinkles on the softer membranes
allowed for assessing the different subcellular forces that occur during migration. At the lamellipodia of
a migrating keratocyte, the wrinkles were radial and remain anchored to spots, possibly focal adhesion,
as the cell advanced forward. Once these spots were translocated to the boundary between the lamel-
lipodia and cell body, the wrinkles transitioned to compressive wrinkles. Overall, the improved spatial
resolution of traction forces revealed that migration is a coordination of pulling forces at the front and
detachment forces at the rear.

22.4.2 Traction Force Microscopy

Traction force microscopy is a technique that employs an elastic substrate, but instead of using wrinkles
to indicate how strong a cell is as it distorts a substrate, beads or markers are embedded on the sub-
strate to quantify traction forces by their displacement. The early approach developed in traction force
microscopy was similar to Albert Harris’ in that a thin silicone membrane on a liquid layer was used
to detect traction forces, but micrometer-sized latex beads were stuck on the film and the membrane
was kept taut so as to not wrinkle (Figure 22.5a). This approach had improved accuracy because trac-
tion forces could be measured quantitatively by the displacement of the beads.!*~> The rigidity of the
silicone membranes was rather high and so the technique was limited to analyzing cell types that were
very contractile, like fibroblasts or keratocytes. Polyacrylamide gels were later adopted as the elasticity
of the gels could be adjusted by the amount of bis-acrylamide cross-linker, so that a wider range of cell
types could be studied.'® Fluorescent beads were mixed into the polyacrylamide gel during the synthesis
to act as markers of displacement and only those near the top surface of the gel were used for measuring
traction forces (Figure 22.5b).

To compute traction forces, the positions of the beads are subtracted from their positions once the cell
has been removed.!>!¢ The subtraction creates a vector field that describes the deformation of the sub-
strate from equilibrium. The displacements can then be used to solve for the traction forces by assuming
that the membrane is an elastic material. Specifically, the membrane can be regarded as a semi-infinite
half-space of an incompressible, elastic material with tangential forces applied only at the boundary

FIGURE 22.5 Traction force microscopy. (a) Keratocyte migrated on silicone membrane airbrushed with latex
beads (scale bar, 20 um). (Reproduced from Oliver, T., Dembo, M. and Jacobson, K. Cell Motil Cytoskeleton 31,
225-240, 1995.) (b) Traction forces from a migrating fibroblast (arrow indicts direction of migration) are measured
from the displacement of fluorescent beads embedded in a polyacrylamide gel (scale bar, 20 um). (Reproduced from
Munevar, S., Wang, Y. and Dembo, M. Biophys ] 80, 1744-1757, 2001.) (c) Contracting fibroblast distorts the regular
array of micropatterned markers used to measure traction forces (scale bar, 20 um). (Reproduced from Balaban,
N. Q. et al. Nat Cell Biol 3, 466-472, 2001.)
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plane. Under these assumptions, the displacement vector field of the beads from the traction force vector
field T is related by an integral relation:

u;(x,y) =ffGij(x -7,y - s)Tj(r,s)drds (22.1)

where (x, y) is the position of bead and (s, r) is the position of the point-force. The problem is confined
to the displacement of beads on the top surface of the substrate, so a two-dimensional (2D) solution is
expected, where 1 <, j <2 are the directional indices. Green’s function G; relates the displacements u to
the traction forces T beneath a cell. Because traction forces are discrete points, the integral becomes a set
of linear equations u; = G;T; which is inverted to solve for T}. If one makes the assumption that Poisson’s
ratio is 0.5 because the substrate is incompressible, then Green’s function has the form:

3 (5, xix\\
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where E is the modulus of elasticity of the substrate and §; is the Kronecker delta.

What may not be apparent in Equations 22.1 and 22.2 is that the beads embedded in the substrate do
not move as an ideal elastic spring, in which their displacement is linearly proportional to an applied
force. Instead, a single traction force displaces a bead proportionally to the stiffness E of the gel but
also inversely to the distance |X| between them. The system of linear equations indicates that a bead is
moved from the combined effect of multiple traction forces acting nearby. What is not certain in the
experiments is how many points of force a cell exerts. This implies that the length of T could be greater
than u, and so inverting the system of linear equations is not straightforward. To address this problem,
regularization schemes are used that apply additional criteria on what range of solutions are feasible.
These criteria include incorporating the constraint that the sum of all of the traction forces must balance
because of equilibrium, the least complex solution be used, and whenever possible, traction forces are
only applied at points where focal adhesions are detected.

If focal adhesions are not assessed for the last criterion, a grid-meshing approximation is superim-
posed on the area of cell during the calculation to solve for the traction forces at all regions beneath a
cell. Because the beads are randomly seeded in the gel, there can be insufficient displacement informa-
tion within regions of a cell to make an accurate estimation of the traction forces. The placement of mesh
grids in these sparser areas leads to an ill-posed problem in solving for the force map because often more
traction forces are assumed than there are displacement markers beneath a cell’s area. To address this
detection limitation, microfabricated regular arrays of fluorescent beads have been imprinted onto the
elastomeric substrate for improved force tracking (Figure 22.5¢).'!® The deformation of the marker pat-
tern on the substrate is readily observed under a microscope. The patterns are formed with 800 nm or
smaller spots that were spaced at 2 pum intervals. The calculation for the force mapping is similar to the
random seeding but with significant reduction in the number of possible solutions due to the uniform
density of displacement markers throughout the cell area.

The technique has led to various insights in cell mechanics. It has been shown that cells are able to
adjust the strength of their traction forces in response to physical cues like rigidity or adhesivity of
their environment.!>° How a cell responds to its physical environment with its traction forces has been
implicated as a hallmark of cancer.?’?* The technique has been used in combination with nanoscale
manipulations like magnetic beads, laser nanoscissors, and nanoindentation to examine the mechanics
of the cytoskeleton to verify different theories about its solidity or fluidity.?*=¢ Overall, traction force
microscopy is a relatively popular technique for measuring traction forces because the polyacrylamide
gels are able to be fabricated with equipment commonly available in most laboratories.
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22.4.3 Microfabricated Cantilever Force Sensors

In the previous methods, the use of a continuous membrane for measuring cell forces has the disadvan-
tage that the traction forces are convoluted by the observed bead displacements. Because the calcula-
tion is not direct, constraints or assumptions are required to solve the inverse problem. A technique to
transduce individual traction forces comes from the use of microfabricated cantilevers. The first dem-
onstration of these sensors was a horizontal silicon cantilever that was made with microfabrication
techniques (Figure 22.6a).2728 As a cell migrates across the surface, it bends the cantilever under the load
of the traction force. Because the sensor is mechanically decoupled from the substrate, the deflection of
the cantilever directly reports only the local force. The simple spring equation relates the deflection of
the cantilever beam § to the cellular traction force:

F=Kb% (22.3)

where K is the measured spring constant for the cantilever (=75 nN/um). The fabrication steps involved
in manufacturing the device were rather labor-intensive and expensive so these devices were reused
between experiments. Although this technique could directly calculate a cell’s traction force, it could
only detect force at one point beneath a migrating cell. The beam could also defect only in its transverse
direction and was very stiff in the longitudinal direction. Because of this, deflection was not due to
the full strength of the traction force but to a portion of the traction force in the transverse direction.
It was assumed that a cells’ traction force acted in the same direction as its migration. This led to the
calculation of traction forces by dividing by the sine of the angle between the migration direction and
longitudinal axis of the beam.

A new approach was developed afterwards that modified the force sensor design by using vertical
cantilevers.?>3® With each cantilever placed perpendicular to the surface of the substrate, the spacing
between force sensors could be significantly reduced and made it possible to have a high-density array of
force sensors. This arrangement improved both the spatial resolution and the scope of possible experi-
ments. Like Albert Harris’ approach, the force sensor arrays were made from silicone rubber, but used
a new manufacturing approach known as soft lithography.3! Master templates for the cantilevers were

FIGURE 22.6 Microfabricated cantilever force sensors. (a) A silicon cantilever is constructed underneath a sub-
strate. Its deflection is used to measure the traction force of a migrating fibroblast. (Reproduced from Galbraith, C.
G. and Sheetz, M. P. Proc Natl Acad Sci USA 94, 9114-9118, 1997.) (b) Local traction forces of a smooth muscle cell
ameasured with an array of vertical cantilever posts made from silicone elastomer (scale bar, 10 (m). (Reproduced
from Tan, J. L. et al. Proc Natl Acad Sci USA 100, 1484-1489, 2003.)



22-10 Medical Instruments and Devices

made from silicon or photoresist using microfabrication techniques.?? Silicone rubber was then poured
onto the masters, cured, and then peeled to create a replica of the master. The cost per device is inexpen-
sive once the master has been built and many replicates can be made from the same master.

The deflection of a cantilever post is detectable under an optical microscope. As with the horizontal
design, the deflection of a post is related by a simple cantilever beam relationship between force and
displacement:

3ED*
F = ( e )6 (22.4)

where E is the modulus of elasticity of the silicone, D the diameter of the cantilever post, and L its length.
Unlike the horizontal cantilever devices, the deflection of the post are not limited to one axis, but can
bend in all directions and so the deflection observed is a true vector quantity with which to gauge trac-
tion forces.

With the close proximity between sensors, the array of vertical cantilevers can examine traction
forces at a higher density than previous methods and examine the forces at individual focal adhesions.
Because the spring constant of these structure can be tailored by changing the length or diameter of
the array (1-200 nN/um), it has been possible to further examine the changes that a cell’s contractile
apparatus has with the stiffness of its microenvironment.>*=> Another advantage is that each canti-
lever can deflect independently, which means that each array has millions of isolated sensors. This
allows for studies that were not readily possible with previous techniques, like assessing the traction
forces of large monolayers of cells as well as the tugging force between adjacent cells.’¢=8 The array of
cantilevers does have a nonphysiological topology, which may provide unique physical stimuli to the
cells. However, fabrication technology allows the cantilevers to approach nanoscale dimensions, which
makes it possible to have a higher density of force sensors that closely mimic a continuous substrate
for a cell.

22.5 Conclusion

The mechanical forces that cells generate through actin and myosin directly affect the function of tissue.
The use of deformable substrates to measure traction forces has made it possible to better understand the
proteins and structures associated with these forces. They have also begun to illuminate the mechanism
that cells use to detect and respond to physical cues in their environment. The tools and techniques con-
tinue to improve both accuracy and precision as new approaches are incorporated from engineering and
physics. Each new design comes closer to matching the length scale of cells, and with it brings a giant
step in understanding the mechanisms of cell migration and contraction.

As the field moves forward, several issues need to be addressed to improve these techniques further.
First, the reactions that cells have to the environments that the tools present should be considered.
Topology, rigidity, and adhesivity of the tool can cause a mechanotransduction response that is indepen-
dent of the response tested. On one hand, some would argue that these stimuli are nonphysiological and
so little insight into the inner mechanisms of a cell is possible when using the tools. However, it should
be noted that a plastic tissue culture dish is a rigid, planar environment that has little resemblance to an
in vivo environment, yet the insights into cell biology from standard tissue culture have been immense.
A stronger emphasis, however, should be made in building tools that can replicate mechanical cues so
as to better analyze traction forces and to understand the role of mechanotransduction in cell biology.
Second, because the devices used in measuring traction forces are built in-house, it is likely that they
were calibrated in the early phase of their development, but subsequent tests and checks on their accu-
racy are sporadic. There are also major deviations in how the techniques are implemented in other labo-
ratories. It is hard to compare the findings between studies if the methods used were widely different. It
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would be more advantageous if standard protocols were adopted or tools were made widely available so
that a healthy degree of congruency and verification could be made in the field. Lastly, construction of
these devices needs to be simple enough so that widespread use is possible. By reducing the barrier to
use these tools, a larger effort can be directed at studying the numerous protein interactions that occur
during traction force generation. Understanding the interactions between mechanical forces and bio-
logical response, how cells migrate, and how cells change the structure—function relations of tissues can
provide valuable insight in the treatment of diseased states.

To achieve these goals, there are many future directions that the techniques described can be
advanced. Foremost is the integration of traction force assays with other powerful microscopy tech-
niques, such as fluorescent recovery after photobleaching (FRAP), GFP protein-labeling, fluorescent
resonant emission transfer (FRET), super-resolution fluorescence microscopy, and 3D microscopy.
These optical techniques allow one to detect proteins at the single molecular level, and in combination
with traction force assays, provide a correlation between molecular activity and cell mechanics. To some
degree, this direction has already been pursued.!”? Yet, there are still insights to be gained on the assem-
bly of focal adhesions during migration and the interactions that myosin has with actin. Incorporating
nanotechnology materials or devices may provide powerful new sensors that improve both spatial reso-
lution and force measurement.*! Because the size of an adhesion is hundreds of nanometers and the
range of forces for single myosin motor is a few piconewtons, the ability to resolve these structures
would provide greater insight into the mechanical behavior of cells. Additionally, the constructions of
3D measurement techniques, such as with gels or more complex sensing devices, would extend the cur-
rent 2D understanding of traction forces into an environment more pertinent to cellular interactions
in living tissue. Early attempts have been made that provide some understanding of 3D forces, but the
substrates are still planar and constrain how the cell organizes its cytoskeleton and adhesions along
those planes.*>* Lastly, strong exploration into the development of devices or techniques that are usable
for in vivo studies of traction forces would open new areas of treatment for diseases in the cardiovascu-
lar and skeletal systems. From the activity and improvements so far, there is good reason to anticipate
significant developments to come in understanding traction forces and cell mechanics.
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The availability of blood glucose monitoring devices for home use has significantly impacted the treat-
ment of diabetes with the American Diabetes Association currently recommending that Type 1 insulin-
dependent diabetic individuals perform blood glucose testing four times per day. Grave health issues
are associated with high and low blood glucose levels. Injection of too much insulin without enough
food lowers blood sugar into the hypoglycemic range, glucose below 60 mg/dL, resulting in mild con-
fusion or in more severe cases loss of consciousness, seizure, and coma. On the other hand, long-term
high blood sugar levels lead to diabetic complications such as eye, kidney, heart, nerve, or blood vessel
disease (Diabetes Control and Complications Trial Research Group 1993). Complications were tracked
in a large clinical study showing that an additional 5 years of life, 8 years of sight, 6 years free from
kidney disease, and 6 years free of amputations can be expected for a diabetic following tight glucose
control versus the standard regimen (Diabetes Control and Complications Trial Research Group 1996).

Glucose monitoring and control in the perioperative setting also has a significant effect on patient out-
comes since a large percentage of nondiabetic patients, as well as diabetic patients, become hyperglycemic
during induction with anesthesia, throughout surgery, and several hours postsurgery. A study published
in 2001 showed critically ill patients intensively controlled to between 80 and 110 mg/dL glucose had
fewer complications and a 34% lower in-hospital mortality than conventionally managed patients where
treatment was initiated when glucose was >215 mg/dL and maintained between 180 and 200 mg/dL (van
den Berghe et al. 2001). Subsequently, in 2006, a standard of care for critically ill patients, recommend-
ing glucose be kept as close to 110 mg/dL as possible and generally <140 mg/dL, was widely adopted.
Unfortunately, additional studies of intensive control in the ICU generally found an increased incidence
of hypoglycemia and failed to confirm the initial found benefit in survival, so the guidelines were with-
drawn in 2008 (NICE-SUGAR Study Investigators 2009). The accuracy required of the glucose measure-
ments to allow tight glucose control and avoid hypoglycemia received relatively little attention during
the studies discussed above, but the painful experience of resetting treatment guidelines has brought the
subject of glucose measurement into sharp focus among clinical researchers (Rice et al. 2010).

23-1
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TABLE 23.1 Landmarks in Glucose Monitoring

1941—Effervescent tablet test for glucose in urine

1956—Dip and read test strip for glucose in urine

1964—Dry reagent blood glucose test strip requiring timing, wash step, and visual comparison to a color chart
1970—Meter to read reflected light from a test strip, designed for use in the doctor’s office

1978—Major medical literature publications on home blood glucose monitoring with portable meters
1981—Finger lancing device automatically lances and retracts tip

1987—Electrochemical test strip and small meter in the form of a pen

1997—Multiple test strip package for easy loading into meter

2001—Alternate-site blood sampling for virtually painless testing

The current Food and Drug Administration (FDA) and ISO guidelines on the accuracy of self-mon-
itoring blood glucose systems have been in place since 1996 and state that 95% of the readings must be
within 20% of a reference method value for glucose values 275 mg/dL and within 15 mg/dL of reference
values for glucose values <75 mg/dL. In June 2009, an initiative was launched by ISO with strong sup-
port by the FDA to tighten the requirements so that 95% of the readings are within 15% of a reference
method value for glucose values 275 mg/dL and within 10 mg/dL of reference values for glucose values
<75 mg/dL, with implementation by 2012. While industry will certainly meet any government-man-
dated standard, the cost of the systems may rise and new features such as faster time to result and lower
blood sample requirements may not advance as rapidly. The continued need for simple, accurate glu-
cose measurements has led to continuous improvements in sample test strips, electronic meters, sample
acquisition techniques, and more recently, continuous monitoring systems.

Self-monitoring blood glucose systems based on single-use test strips are available from a number of
companies through pharmacy and mail order; however, the more recently introduced continuous moni-
toring systems require a prescription. Some of the landmarks in glucose testing are shown in Table 23.1.
The remainder of the chapter comprises a history of technical developments with an explanation of the
principles behind optical and electrochemical sensing, including examples of the biochemical reactions
used in commercial products.

23.1 Historical Methods of Glucose Monitoring

Diabetes is an ancient disease that was once identified by the attraction of ants to the urine of an affected
individual. Later, physicians would often rely on the sweet taste of the urine in diagnosing the disease.
Once the chemical-reducing properties of glucose were discovered, solutions of a copper salt and dye,
typically o-toluidine, were used for laboratory tests, and by the 1940s the reagents had been formulated
into tablets for use in test tubes of urine. More specific tests were developed using glucose oxidase, which
could be impregnated on a dry paper strip. The reaction of glucose with glucose oxidase produces hydro-
gen peroxide that can subsequently react with a colorless dye precursor in the presence of hydrogen
peroxide to form a visible color (see Equation 23.3). The first enzyme-based test strips required addition
of the sample to the strip for 1 min and subsequent washing of the strip. Visual comparison of the color
on the test strip to the color on a chart was required to estimate the glucose concentration. However, the
measurement of glucose in urine is not adequate since only after the blood glucose level is very high for
several hours does glucose “spill-over” into the urine. Other physiological fluids such as sweat and tears
are not suitable because the glucose level is much lower than in blood.

Whole blood contains hemoglobin inside the red blood cells that can interfere with the measurement
of color on a test strip. To prevent staining of the test strip with red blood cells, an ethyl cellulose layer
was applied over the enzyme and dye-impregnated paper on a plastic support (Mast 1967). In another
early commercially available test strip, the enzymes and dye were incorporated into a homogeneous
water-resistant film that prevented penetration of red blood cells into the test strips and enable their easy
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removal upon washing (Rey et al. 1971). Through various generations of products, the formulations of
the strips were improved to eliminate the washing/wiping steps and electronic meters were developed
to measure the color.

23.2 Development of Colorimetric Test Strips and Optical
Reflectance Meters

Optically based strips are generally constructed with various layers that provide a support function,
a reflective function, an analytical function, and a sample-spreading function as illustrated in Figure
23.1. The support function serves as a foundation for the dry reagent and may also contain the reflective
function. Otherwise, insoluble reflective or scattering materials such as TiO,, BaSO,, MgO, or ZnO are
added to the dry reagent formulation. The analytical function contains the active enzyme. The reaction
schemes used in several commercial products are described in greater detail later. The spreading func-
tion must rapidly disperse the sample laterally after application and quickly form a uniform sample
concentration on the analytically active portion of the strip. Swellable films and semipermeable mem-
branes, particularly glass fiber fleece has been used to spread and separate plasma from whole blood.
Upon formation of the colored reaction product, the amount of diffuse light reflected from the analyti-
cal portion of the strip decreases according to the following equation:

%R = (I/I) R, (23.1)

where I, is the reflected light from the sample, I, is the reflected light from a standard, and R is the per-
cent reflectivity of the standard. The Kubelka-Munk equation gives the relationship in a more useful
form:

Co K/S=(1-R)*/2R (23.2)

where C is the concentration, K is the absorption coeflicient, S is the scattering coeflicient, and R is the
percent reflectance divided by 100.

Source Reflected rays
<
/
T-A=—r

Analytical element

Reflective element

Support element

FIGURE 23.1 Basic functions of a reflectance-based test strip. (From Henning TP and Cunningham DD.
Biosensors for personal diabetes management. In: Commercial Biosensors, pp. 3-46, 1998. Copyright Wiley-VCH
Verlag GmbH & Co. KGaA. Reproduced with permission.)
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The analytical function of the strip is based on an enzyme reaction with glucose and subsequent
color-forming reactions. Although the most stable enzymes are chosen for product development,
some loss in activity occurs during manufacturing due to factors such as pH, temperature, physical
sheer stress, organic solvents, and various other denaturing actions or agents. Additional inactivation
occurs during the storage of the product. In general, sufficient enzyme and other reagents are incorpo-
rated into the strip so that the assay reactions near completion in a conveniently short time. Reagent
formulations often include thickening agents, builders, emulsifiers, dispersion agents, pigments, plas-
ticizers, pore formers, wetting agents, and the like. These materials provide a uniform reaction layer
required for good precision and accuracy. The cost of the materials in the strip must be low since it is
used only once.

Many color-forming reactions have been developed into commercial products as indicated in the
following examples. Manufacturers often use the same chemistry across multiple brands of strips and
meters as indicated by the brief description of the active ingredients given in the test strip package
insert. The glucose oxidase/peroxidase reaction scheme used in the Lifescan OneTouch™ (Phillips et al.
1990) and SureStep™ test strips is mentioned later. Glucose oxidase catalyzes the oxidation of glucose
forming gluconic acid and hydrogen peroxide. The oxygen concentration in blood (ca. 0.3 mM) is much
lower than the glucose concentration (3-35 mM), so oxygen from the atmosphere must diffuse into the
test strip to bring the reaction to completion. Peroxidase catalyzes the reaction of the hydrogen peroxide
with 3-methyl-2-benzothiazolinone hydrazone (MBTH) and 3-dimethylaminobenzoic acid (DMAB).
A naphthalene sulfonic acid salt replaces DMAB in the SureStep strip.

Glucose + oxygen —>>—gluconic acid + H,0,

S (23.3)
H,0, + MBTH + DMA —22%¢_, BN[BTH-DMARB (blue)

The hexokinase reaction scheme used in the Bayer GLUCOMETER ENCORE™ test strip is shown
later. Hexokinase, ATP, and magnesium react with glucose to produce glucose-6-phosphate. The glu-
cose-6-phosphate reacts with glucose-6-phosphate dehydrogenase and NAD* to produce NADH. The
NADH then reacts with diaphorase and reduces the tetrazolium indicator to produce a brown com-
pound (formazan). The reaction sequence requires three enzymes but is insensitive to oxygen.

Glucose + ATP%G-&P + ADP
G-6-P + NAD* —<**PH 56 PG + NADH + H* (23.4)
NADH + tetrazolium —322%%¢_ £ mazan (brown) + NAD*

The reaction scheme originally used in the Roche Accu-Chek™ Instant™ test strip is shown later
(Hoenes et al. 1995). Bis-(2-hydroxy-ethyl)-(4-hydroximinocyclohex-2,5-dienylidene) ammonium
chloride (BHEHD) is reduced by glucose to the corresponding hydroxylamine derivative and further
to the corresponding diamine under the catalytic action of glucose oxidase. Note that while oxygen is
not required in the reaction, oxygen in the sample may compete with the intended reaction creating an
oxygen dependency. The diamine reacts with a 2,18 phosphomolybdic acid salt to form molybdenum
blue. More recent forms of the Accu-Chek Instant, Compact™, and Integra™ brand test strips were
formulated with the oxygen-independent enzyme glucose dehydrogenase containing pyrroloquinoline
quinine (GDH-PQQ) and the same reagents used to form molybdenum blue.

Glucose + BHEHD —%% diamine

23.5)
P,Mo,;0g5 + diamine———>MoO, ,(OH) to MoO, ;(OH), s (molybdenum blue) (
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FIGURE 23.2 Photograph of light-emitting diodes and photodetector on the OneTouch meter. Photodetector at
bottom, 635 nm light-emitting diode at top left, 700 nm light-emitting diode at top right. Optics viewed through
the 4.5 mm hole in the strip after removal of the test strip reagent membrane. (Courtesy of John Grace.)

The reaction scheme used in the Roche Accu-Chek Easy™ test strip is shown later (Freitag 1990).
Glucose oxidase reacts with ferricyanide and forms potassium ferric ferrocyanide (Prussian Blue).
Again, oxygen is not required but may compete with the intended reaction.

Glucose + GOx (0x) — GOx (red) (23.6)
GOx (red) + [Fe(CN)]? — GOx (0x) + [Fe(CN),]*

3[Fe(CN)]* + 4FeCl; — Fe,[Fe(CN)], Prussian blue

Current optical test strips and reflectance meters typically require 1.5-10 uL of blood and read out
an answer in 10-30 s. A significant technical consideration in the development of a product is the mea-
surement of samples spanning the range of red blood cell concentrations (percent hematocrit) typi-
cally found in whole blood. Common hematocrit and glucose ranges are 30-55% and 40-500 mg/dL
(2.2-28 mM)), respectively. The Lifescan OneTouch meter contains two light-emitting diodes (635 and
700 nm), which allows measurement of the color due to red blood cell and the color due to the dye.
Reflectance measurements from both LEDs are measured with a single photodetector as shown in Figure
23.2. All glucose meters measure the detector signal at various timepoints and if the curve shape is not
within reasonable limits an error message is generated. Some meters measure and correct for ambient
temperature. Of course, optical systems are subject to interference from ambient light conditions and
may not work in direct sunlight. Optical systems have gradually lost market share to electrochemical
systems that were introduced commercially in 1987. Optical test strips generally require a larger blood
sample and take longer to produce the result than electrochemical strips. Presently, optical reflectance
meters are more costly to manufacture, require larger batteries, and are more difficult to calibrate than
electrochemical meters.

23.3 Emergence of Electrochemical Strips

Electrochemical systems are based on the reaction of an electrochemically active mediator with an
enzyme. The mediator is oxidized at a solid electrode with an applied positive potential. Electrons will
flow between the mediator and electrode surface when a minimum energy is attained. The energy of
the electrons in the mediator is fixed based on the chemical structure but the energy of the electrons in
the solid electrode can be changed by applying a voltage between the working electrode and a second
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electrode. The rate of the electron transfer reaction between the mediator and a working electrode sur-
face is given by the Butler-Volmer equation (Bard and Faulkner 1980). When the potential is large
enough all the mediator reaching the electrode reacts rapidly and the reaction becomes diffusion con-
trolled. The current from a diffusion-limited reaction follows the Cottrell equation:

i = (nFADY2C)/(m"/?£12) (23.7)

where i is the current, n is the number of electrons, F is Faraday’s constant, A is the electrode area,
C is the concentration, D is the diffusion coefficient, and ¢ is the time. The current from a diffusion-
controlled electrochemical reaction will decay away as the reciprocal square root of time. This means
that the maximum electrochemical signal occurs at short times as opposed to color-forming reactions
where the color becomes more intense with time. The electrochemical method relies on measuring the
current from the electron transfer between the electrode and the mediator. However, when a potential
is first applied to the electrode, the dipole moments of solvent molecules will align with the electric field
on the surface of the electrode causing a current to flow. Thus, at very short times, this charging cur-
rent interferes with the analytical measurement. Electrochemical sensors generally apply a potential to
the electrode surface and measure the current after the charging current has decayed sufficiently. With
small volumes of sample, coulometric analysis can be used to measure the current required for complete
consumption of glucose (Feldman et al. 2000).

The reaction scheme used in the first commercial electrochemical test strip from MediSense (now
Abbott Diabetes Care) is shown later. Electron transfer rates between the reduced form of glucose oxi-
dase and ferricinium ion derivatives are very rapid compared with the unwanted side reaction with oxy-
gen (Cass et al. 1984; Forrow et al. 2002). The Abbott Diabetes Care Precision QID™ strip includes the
1,1’-dimethyl-3-(2-amino-1-hydroxyethyl) ferrocene mediator, which has the desirable characteristics
of high solubility in water, fast electron-shuttling (bimolecular rate constant of 4.3 X 10° M s™), stabil-
ity, and pH independence of the redox potential (Heller and Feldman 2008). Electrochemical oxidation
of the ferrocene derivative is performed at 0.6 V. Oxidation of interferences, such as ascorbic acid and
acetaminophen present in blood, are corrected for by measuring the current at a second electrode on the
strip that does not contain glucose oxidase.

Glucose + GOx (oxidized) — gluconolactone + GOx (reduced)
GOx (reduced) + ferricinium* — GOx (oxidized) + ferrocene (23.8)
Ferrocene — ferricinium™ + electron (reaction at solid electrode surface)

Several electrochemical test strips use ferricyanide rather than ferrocene as the electrochemical medi-
ator although the potential required for oxidation is higher than for ferrocene derivatives. The LifeScan
OneTouch FastTake™ and Ultra™ brand test strips include glucose oxidase and either 11 or 22 ug fer-
ricyanide per strip. The strip readout is reduced from 15 to 5 s with the larger amount of ferricyanide
mediator. Many Roche Accu-Chek strips, including the Comfort Curve™, Compete™, Advantage™,
Aviva™, and Active™, are formulated with the oxygen-independent enzyme GDH-PQQ and ferricya-
nide as the mediator. An organic mediator, nitrosoanaline is used with GDH-PQQ in the Roche Accu-
Chek Performa™ test strip.

The reaction scheme used in the Abbott Diabetes Care Precision-Xtra™ and Sof-Tact™ test strips is
shown later. The GDH enzyme does not react with oxygen and the phenanthroline quinine mediator
can be oxidized at 0.2 V, which is below the oxidation potential of most interfering substances.

Glucose + GDH/NAD* — GDH/NADH + gluconolactone
GDH/NADH + PQ — GDH/NAD* + PQH, (23.9)

PQH, — PQ + electrons (reaction at solid electrode surface)
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The working electrode on most commercially available electrochemical strips is made by screen
printing a conductive carbon ink on a plastic substrate; however, more expensive noble metal electrodes
are also used. Historically, test strips have been manufactured, tested, and assigned a calibration code.
The calibration code provided with each package of strips is sometimes manually entered into the meter
by the user but other systems automatically read the calibration code from the strips. Meters designed
for use in the hospital often have bar code readers to download calibration, quality control, and patient
information. Test strips are supplied in bottles or individual foil wrappers to protect them from mois-
ture over their shelf-life, typically about 1 year. The task of opening and inserting individual test strip
into the meter has been minimized by packaging multiple test strips in the form of a disk-shaped car-
tridge or a drum that is placed into the meter. Disks or drums typically contain 10-17 test strips.

23.4 Enzyme Selectivity and Falsely Elevated Readings

Formulations containing GDH-PQQ became popular due to the lack of oxygen interference and the
high catalytic activity of the enzyme relative to glucose oxidase (5000 U/mg vs 300 U/mg). However,
GDH-PQQ oxidizes a wide range of sugars with reaction rates generally in the order: glucose (100%),
maltose (58%), lactose (58%), galactose (10%), mannose (10%), and xylose (10%). Normally, the con-
centration of the other sugars is so much lower than the glucose concentration in blood that there is
little interference. Until recently, it was not appreciated that patients receiving peritoneal dialysis using
the osmotic agent icodextrin absorb and metabolize the icodextrin to shorter polysaccharides, mainly
maltose, causing erroneously high glucose measurements. In addition, some injected drug products
contain maltose as a part of the formulation, which also leads to high glucose readings. To address this
issue, the FDA recently issued a public health notification recommending against the use of GDH-PQQ
in glucose test strips (FDA Public Health Notification 2009). Research studies have shown that site-
directed mutagenesis of GDH-PQQ can reduce the reactivity to maltose to about 10% that of glucose
but cannot achieve the selectivity of either glucose oxidase or NADH-dependent glucose dehydrogenase
(Igarashi et al. 2004). Besides adequate activity and selectivity, any new enzyme developed for use in test
strips must have good thermal stability. Protein engineering approaches for improving enzyme stability
include increasing the hydrophobic interaction in the interior core region of the protein, reducing the
water-accessible hydrophobic surface area, and stabilizing the dipoles of the helical structure.

23.5 Improvements in User Interactions with the System
and Alternate Site Testing

Both Type 1 and Type 2 diabetic individuals do not currently test as often as recommended by physi-
cians, so systems developed in the last few years have aimed to improve compliance with physician rec-
ommendations while maintaining accuracy. Historically, the biggest source of errors in glucose testing
involved interaction of the user with the system. Blood is typically collected by lancing the edge of the
end of the finger to a depth of about 1.5 mm. Squeezing or milking is required to produce a hanging
drop of blood. The target area on test strips is clearly identified by design. A common problem is smear-
ing a drop of blood on top of a strip resulting in a thinner than normal layer of blood over part of the
strip and a low reading. Many strips now require that the blood drop be applied to the end or side of
the strip where capillary action is used to fill the strip. Partial filling can be detected electrochemically
or by observation of the fill window on the strip. The small capillary space in the Abbott Diabetes Care
Freestyle™ electrochemical strip requires only 300 nL of blood.

Progressively thinner diameter lancets have come to the market with current sizes typically in the
28-31 gauge range. Most lancets are manufactured with three grinding steps to give a tri-bevel point.
After loading the lancet into the lancing device, a spring system automatically lances and retracts the
point. The depth of lancing is commonly adjustable through the use of several settings on the device or
use of a different end-piece cap. Unfortunately, the high density of nerve endings on the finger makes
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the process painful and some diabetic individuals do not test as often as they should due to the pain and
residual soreness caused by fingersticks. Recently, lancing devices have been designed to lance and apply
pressure on the skin of body sites other than the finger, a process termed “alternate site testing.” The
use of alternate site sampling lead to the realization that capillary blood from alternate sites can have
slightly different glucose and hematocrit values than blood from a fingerstick due to the more arterial
nature of blood in the fingertips. The pain associated with lancing alternate body sites is typically rated
as painless a majority of the time and less painful than a fingerstick over 90% of the time. A low-volume
test strip, typically 1 UL or less, is required to measure the small blood samples obtained from alternate
sites. Some care and technique is required to obtain an adequate amount of blood and transfer it into the
strips when using small blood samples.

Significant insight into blood collection from the skin was uncovered during the development of an
alternative site device, the Abbott Diabetes Care Sof-Tact meter, which automatically extracts and trans-
fers blood to the test strip (see Figure 23.3). The device contains a vacuum pump, a lancing device, and
a test strip that is automatically indexed over the lancet wound after lancing. The vacuum turns off after
sufficient blood enters the strip to make an electrical connection. The key factors and practical limits of
blood extraction using vacuum combined with skin stretching were investigated to assure that sufficient
blood could be obtained for testing (Cunningham et al. 2002). The amount of blood extracted increases
with the application of heat or vacuum prior to lancing, the level of vacuum, the depth of lancing, the
time of collection, and the amount of skin stretching (see Figure 23.4). Particularly important is the
diameter and height that skin is allowed to stretch into a nosepiece after the application of vacuum as
shown in Figure 23.5. Vacuum combined with skin stretching increases blood extraction by increasing
the lancet wound opening, increasing the blood available for extraction by vasodilatation, and reducing
the venous return of blood through the capillaries. The electrochemical test strip used with the meter
can be inserted into a secondary support and used with a fingerstick sample when the battery is low.

The size of a meter is often determined by the size of the display although electrochemical meters
can be made smaller than reflectance meters. The size and shape of one electrochemical meter, with a

FIGURE 23.3 Sof-Tact meter with cover opened to load test strip and lancet. Test strip is inserted into an electri-
cal connector. The hole in the opposite end of the test strip allows the lancet to pass through. The white cylindrical
lancet is loaded into the lancet tip holder in the housing. To perform a test, the cover is closed, the gray area of the
cover placed against the skin and the front button depressed.
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FIGURE 23.4 Photograph of skin on the forearm stretching up into a glass tube upon application of vacuum.
Markings on tube at right in 1 mm increments. (Courtesy of Douglas Young.)
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FIGURE23.5 Effect of skin stretching by vacuum on blood volume extracted from lancet wounds on the forearm.
Mean blood volume * SE in 30 s with -7.5 psig vacuum for nosepieces of different inner diameter and inside step
height. (From Cunningham et al., 2002. ] Appl Physiol 92: 1089-1096. With permission.)

relatively small display, is indistinguishable from a standard ink pen. All meters store recent test results
in memory and many allow downloading of the results to a computer. The variety of meters available
in the market is mainly driven by the need to satisfy the desires of various customer segments that are
driven by different factors, such as cost, ease of use, or incorporation of a specific design or functional
feature. Advanced software functions are supplied with some meters to allow entry of exercise, food,
and insulin doses, and a personal digital assistant-meter combination was brought to market.

23.6 Continuous Glucose Sensors

All the currently marketed continuous glucose-sensing systems in the United States have similar com-
ponents. The sensor is contained within a sharp metal housing that is inserted through the skin, then
the metal portion is retracted leaving the sensor in the skin. The sensor has a glucose oxidase working
electrode portion located under the skin and electrical contacts that are connected to a battery-operated
electrochemical potentiostat outside the skin. The electrical components often wirelessly transmit data
to a remote display unit where the most recent glucose result and trend data are available. After inser-
tion into the skin, the sensor is calibrated using blood glucose test strips, so a test strip meter is often
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incorporated into the system for this purpose. Initial calibration and recalibration requirements of the
systems has become progressively less demanding over the past several years, but insertion of the sensor
into the body changes the sensitivity of present-day sensors enough that some calibration is required.
Mechanistic studies of the body’s reaction to sensor insertion and testing of more biocompatible coat-
ings is a very active area of investigation both in academia and in industry. However, limited informa-
tion is available on advances in the area of biocompatible coatings, due to the proprietary nature of the
work. Sensors are currently approved for use for up to 7 days, with the risk of infection at the insertion
site becoming a concern at longer times.

The sensors marketed by Medtronic and Dexcom are based on a first-generation scheme where the
working electrode oxidizes hydrogen peroxide generated by the reaction of glucose and oxygen as cata-
lyzed by glucose oxidase. The working electrode must be covered with a material that is more permeable
to oxygen than to glucose since the typical 0.1-0.3 mM concentration of oxygen in the body is much
lower than the 2-30 mM concentration of glucose. The Medtronic sensor is a three-electrode system
with a working, counter, and reference electrode, so the reference electrode area can be fairly small
since no current passes through the reference electrode. The electrodes are fabricated on a thin flexible
piece of plastic apparently using thin-film deposition techniques with a membrane polymer coating
composed of a diisocyanate, a diamino silane, and a diol, which forms a polyurethane polyurea polymer
(VanAntwerp 1999; Henning 2010). The Dexcom sensor is a two-electrode system consisting of a thin
platinum wire and a larger silver wire with a silver chloride coating on the outside. During the oxidation
of the hydrogen peroxide at about 0.6 V, the silver chloride is reduced. The glucose-limiting membrane
is apparently a hydrophilic block copolymer of polyethylene glycol and a polyurethane mixed with a
hydrophobic polyurethane polymer (Tapsak et al. 2007). Both the Medtronic and Dexcom sensors are
inserted about 12 mm into the skin at a 45° angle but the form of the inserter and the method of electri-
cal contact are of different design (Henning 2010).

The Abbott Diabetes Care sensor is based on a second-generation scheme where an exogenous media-
tor, in this case an osmium redox polymer, rather than oxygen reacts with the glucose oxidase (Feldman
et al. 2003). The mediator can be added at higher effective concentrations than oxygen, eliminating the
problem of low oxygen concentration. The sensor is a three-electrode design screen printed on a plastic
substrate as shown in Figure 23.6. The reduced mediator is oxidized at a low potential, 0.04 V, so com-
mon electrochemical interferences in blood such as acetaminophen and ascorbic acid will not react at
the working electrode. The current density of second-generation sensors can be much higher than in
the first-generation system since the diffusion of glucose does not have to be reduced to below that of
oxygen. The Abbott Diabetes Care sensor is inserted about 5 mm into the skin at a 90° angle.

The GlucoDay™ system based on microdialysis sampling of interstitial fluid was developed in Europe
and introduced commercially by Menarini Diagnostics (Poscia et al. 2003). A microdialysis fiber 5 mm

FIGURE23.6 Abbott Diabetes Care sensor showing size relative to a U.S. dime. (Courtesy of Abbott Diabetes Care.)
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long is inserted through the skin by a medical professional, perfused with a buffer solution at a flow
rate of ~10 uL/min using a micropump, and the glucose content of the solution measured with a first-
generation glucose sensor. The system is calibrated with a blood glucose test strip and the monitoring
conducted for up to 48 h, after which the fiber is removed. At present, the high level of professional
medical personnel involvement is a significant commercial limitation of the technology.

One 12-h device, the Cygnus GlucoWatch™ based on transdermal reverse iontophoresis (Kurnik
et al. 1998) gained FDA approval but the acceptance of the device in the market was poor due to the
need to calibrate the device with multiple fingersticks and poor precision and accuracy. The device is no
longer commercially available.

23.7 Future Directions

Advances in self-monitoring glucose test strips and meters are difficult to predict given the already
highly refined nature of the products in terms of cost of manufacture, size, reliability, ease of use, and
time-to-result. Accuracy may be improved through the use of more advanced electrochemical mea-
surements with improved signal-processing strategies or the use of redundant arrays of electrodes on a
single strip. Emerging fabrication technologies such as nanoimprint lithography and electrochemical or
electrode-less deposition of metals are capable of producing very fine detail without the use of expen-
sive masks. The significant international investment in nanotechnology is producing a wide variety of
advanced materials that prove useful in new products. Newly engineered enzymes and electron transfer
chemistries may emerge to address selectivity, activity, stability, and other crucial factors. In this regard,
several methods have already been reported to electrically connect the glucose oxidase catalytic center
to an electrode, gold nanoparticle, or carbon nanotube (Cunningham and Stenken 2010).

The performance of continuous glucose monitoring systems has been rapidly improving and should
soon reach the state where the signal is reliable enough to provide input into an insulin infusion pump to
produce a “closed-loop” system. However, development of an appropriate algorithm to translate the glu-
cose value into the correct insulin infusion pump setting is quite challenging. A strictly hardware-based
system is ignorant of many important factors affecting future blood glucose levels, such as the size of
the meal the patient will eat, the amount of exercise planned, or the level of daily stress encountered. So,
systems allowing user input of information or “open-loop” control systems may prove more successful.
Long-term sensing may involve surgical implantation of a battery-operated unit although many issues
remain with the long-term stability of the sensor, miniaturization of the sensing electronics, and data
transmitter and biocompatibility of the various materials of construction.

Many fluorescence-based sensing approaches have been investigated by academic and industrial
groups. Perhaps the most interesting system involves the injection of glucose-sensitive fluorescent
microspheres into the skin to create a “tattoo.” The glucose measurement is then made by placing an
appropriately designed intensity or time-based fluorometer over the skin area. Many reversible glucose-
binding fluorescent systems have been reported with boronic acid derivatives, lectins, or glucose-binding
proteins serving as the glucose-selective agent and fluorescent dyes, preferably with absorbance wave-
lengths above that of hemoglobin, serving as the reporter (McShane and Stein 2010). The in vivo stabil-
ity of the glucose-selective agent and fluorescent dye will likely become more apparent as results from
ongoing animal trials are published. Additional work may be needed to overcome the host response to
the microspheres and to decrease the immunogenicity of the protein component, if used.

A number of noninvasive spectroscopic approaches have been investigated; however, the amount of
clinical data reported to date is very limited. Near-infrared spectroscopy has received the most focused
attention with careful analysis of instrumental capabilities and calculation of the net analytical signal
indicating currently available hardware can generate glucose-specific information from physiological
levels of glucose in body tissue. Additional work is needed to show how this information can be obtained
in a reliable and practical manner. Raman spectroscopy and surface-enhanced Raman spectroscopic
approaches have advanced through initial animal studies demonstrating partial proof-of-principle.
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Likewise, the optical rotation of polarized light by glucose has been utilized to measure glucose particu-
larly in the accessible portion of the aqueous humor of the eye.

Glucose changes also affect the osmotic strength of interstitial fluid, and sensors based on chemi-
cal swelling or shrinking of polymers, optical changes in the refractive index, and osmotic effects on
electrochemical capacitance have been refined through in vitro studies. Prospective clinical trials are
needed to more clearly identify the potential of these approaches.

Glucose monitoring of alternative body fluids such as sweat, saliva, gingival crevicular, or tear fluid
has been investigated but these fluids generally have a lower glucose concentration than blood and the
glucose content of these samples, obtained using traditional methods, does not change in a fixed pro-
portion to the blood glucose concentration. Future studies may explore the possibility that acquisition
of smaller physiological samples may show better correlation with blood glucose levels due to the lower
anatomical and physiological stress required to obtain smaller volumes of fluid. Further miniaturiza-
tion and refinement in the design of devices for the collection of small blood or interstitial fluid samples
as well as insertion of sensing components into or through the skin is anticipated. Overall, the future of
blood glucose monitoring looks very challenging and exciting.

Defining Terms

Alternate site testing: Lancing sites other than the finger to obtain blood in a less painful manner. The
small volume of blood obtained from alternate sites requires use of a test strip requiring 1 pL
or less of blood.

Type 1 Diabetes: The immune system destroys insulin-producing islet cells in the pancreas, usually
in children and young adult, so regular injections of insulin are required (also referred to as
juvenile diabetes).

Type 2 Diabetes: A complex disease based on gradual resistance to insulin and diminished production
of insulin. Treatment often progresses from oral medications to insulin injections as disease
progresses. Also referred to as adult onset diabetes and non-insulin-dependent diabetes mel-
litus (NIDDM).
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Further Information

Test results of glucose meters are often compared with results from a reference method and presented in
the form of a Clarke error grid that defines zones with different clinical implications. Clarke, WL,
Cox, DC, Gonder-Frederick, LA, Carter, W, and Pohl, SL. 1987. Evaluating clinical accuracy of sys-
tems for self-monitoring of blood glucose. Diabetes Care 10: 622-628.

Error grid analysis has recently been extended for the evaluation of continuous glucose monitoring sen-
sors. Kovatchev BP, Gonder-Frederick LA, Cox DJ, and Clarke WL. 2004. Evaluating the accuracy of
continuous glucose-monitoring sensors. Diabetes Care 27:1922-1928.

Reviews and descriptions of many marketed products are available online at: www.childrenwithdiabetes.com.

Interviews of several people involved with the initial development of blood glucose meters are available
online at: www.mendosa.com/history.htm.
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24.1 Introduction

Discerning and understanding structure-function relationships is often predicated on our ability to
