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Preface

Purpose

The purpose of The Electrical Engineering Handbook, 3rd Edition is to provide a ready reference for the
practicing engineer in industry, government, and academia, as well as aid students of engineering. The third
edition has a new look and comprises six volumes including:

Circuits, Signals, and Speech and Image Processing

Electronics, Power Electronics, Optoelectronics, Microwaves, Electromagnetics, and Radar
Sensors, Nanoscience, Biomedical Engineering, and Instruments

Broadcasting and Optical Communication Technology

Computers, Software Engineering, and Digital Devices

Systems, Controls, Embedded Systems, Energy, and Machines

Each volume is edited by Richard C. Dorf, and is a comprehensive format that encompasses the many
aspects of electrical engineering with articles from internationally recognized contributors. The goal is to
provide the most up-to-date information in the classical fields of circuits, signal processing, electronics,
electromagnetic fields, energy devices, systems, and electrical effects and devices, while covering the emerging
fields of communications, nanotechnology, biometrics, digital devices, computer engineering, systems, and
biomedical engineering. In addition, a complete compendium of information regarding physical, chemical,
and materials data, as well as widely inclusive information on mathematics is included in each volume. Many
articles from this volume and the other five volumes have been completely revised or updated to fit the needs
of today and many new chapters have been added.

The purpose of this volume (Sensors, Nanoscience, Biomedical Engineering, and Instruments) is to provide a
ready reference to subjects in the fields of sensors, materials and nanoscience, instruments and measurements,
and biomedical systems and devices. Here we provide the basic information for understanding these fields. We
also provide information about the emerging fields of sensors, nanotechnologies, and biological effects.

Organization

The information is organized into three sections. The first two sections encompass 10 chapters and the last
section summarizes the applicable mathematics, symbols, and physical constants.

Most articles include three important and useful categories: defining terms, references, and further
information. Defining terms are key definitions and the first occurrence of each term defined is indicated in
boldface in the text. The definitions of these terms are summarized as a list at the end of each chapter or
article. The references provide a list of useful books and articles for follow-up reading. Finally, further
information provides some general and useful sources of additional information on the topic.

Locating Your Topic

Numerous avenues of access to information are provided. A complete table of contents is presented at the
front of the book. In addition, an individual table of contents precedes each section. Finally, each chapter
begins with its own table of contents. The reader should look over these tables of contents to become familiar
with the structure, organization, and content of the book. For example, see Section II: Biomedical Systems,



then Chapter 7: Bioelectricity, and then Chapter 7.2: Bioelectric Events. This tree-and-branch table of contents
enables the reader to move up the tree to locate information on the topic of interest.

Two indexes have been compiled to provide multiple means of accessing information: subject index and
index of contributing authors. The subject index can also be used to locate key definitions. The page on which
the definition appears for each key (defining) term is clearly identified in the subject index.

The Electrical Engineering Handbook, 3rd Edition is designed to provide answers to most inquiries and direct
the inquirer to further sources and references. We hope that this handbook will be referred to often and that
informational requirements will be satisfied effectively.

Acknowledgments

This handbook is testimony to the dedication of the Board of Advisors, the publishers, and my editorial
associates. I particularly wish to acknowledge at Taylor & Francis Nora Konopka, Publisher; Helena Redshaw,
Editorial Project Development Manager; and Susan Fox, Project Editor. Finally, I am indebted to the
support of Elizabeth Spangenberger, Editorial Assistant.

Richard C. Dorf
Editor-in-Chief
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1.1 Introduction

Rosemary L. Smith

Sensors are critical components in all measurement and control systems. The need for sensors that generate an
electronic signal closely followed the advent of the microprocessor and computers. Together with the ever-
present need for sensors in science and medicine, the demand for sensors in automated manufacturing and
environmental monitoring is rapidly growing. In addition, small, inexpensive sensors are finding their way
into all sorts of consumer products, from children’s toys to dishwashers to automobiles. Because of the vast
variety of useful things to be sensed and sensor applications, sensor engineering is a multidisciplinary and
interdisciplinary field of endeavor. This chapter introduces some basic definitions, concepts, and features of
sensors, and illustrates them with several examples. The reader is directed to the references and the sources
listed under Further Information for more details and examples.

There are many terms which are often used synonymously for sensor, including transducer, meter, detector,
and gage. Defining the term sensor is not an easy task; however, the most widely used definition is that which has
been applied to electrical transducers by the Instrument Society of America (ANSIMC6.1, 1975): “Transducer—
A device which provides a usable output in response to a specified measurand.” A transducer is more generally
defined as a device which converts energy from one form to another. Usable output can be an optical, electrical,
chemical, or mechanical signal. In the context of electrical engineering, however, a usable output is usually an
electrical signal. The measurand is a physical, chemical, or biological property or condition to be measured.

Most but not all sensors are transducers, employing one or more transduction mechanisms to produce an
electrical output signal. Sometimes sensors are classified as direct or indirect sensors, according to how many
transduction mechanisms are used. For example, a mercury thermometer produces a change in volume of
mercury in response to a temperature change via thermal expansion. The output signal is the change in height
of the mercury column. Here, thermal energy is converted into mechanical movement and we read the change
in mercury height using our eyes as a second transducing element. However, in order to use the thermometer
output in a control circuit or to log temperature data in a computer, the height of the mercury column must
first be converted into an electrical signal. This can be accomplished by several means, but there are more
direct temperature sensing methods, i.e., where an electrical output is produced in response to a change in
temperature. An example is given in the next section on physical sensors. Figure 1.1 depicts a sensor block

1-1
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Intermediate
Transduction

Primary
Transduction

FIGURE 1.1 Sensor block diagram. Many sensors employ multiple transduction mechanisms in order to produce an
electronic output in response to the measurand. Passive transduction mechanisms require input power in order to produce
a usable output signal.

Measurand
Input

Output
Signal

diagram, indicating the measurand and associated input signal, the primary and intermediate transduction
mechanisms, and the electronic output signal. Some transducers are auto-generators or active, where a usable
output signal, often electronic, is created directly in response to the measurand. However, many other types of
transducers are modulators or passive, where an auxiliary energy source is used to transform the generated
response to an electronic output signal. For example, the piezoresistor is a passive sensor. It is a resistor that
changes its resistance value when it is mechanically deformed or strained. In order to measure this change, it is
necessary to attach a voltage or current source. Table 1.1 is a six-by-six matrix of some of the more commonly
employed physical and chemical transduction mechanisms for sensing. Many of the effects listed are described
in more detail elsewhere in this handbook.

Today, sensors are most often classified by the type of measurand, i.e., physical, chemical, or biological. Thisis a
much simpler means of classification than by transduction mechanism or output signal (e.g., digital or analog),
since many sensors use multiple transduction mechanisms and the output signal can always be processed,
conditioned, or converted by a circuit so as to cloud the definition of output. A description of each class and
examples are given in the following sections. The last section introduces microsensors and some examples.

In choosing a particular sensor for a given application, there are many factors to be considered. These
factors or specifications can be divided into three major categories: environmental factors, economic factors,
and sensor characteristics. The most commonly encountered factors are listed in Table 1.2, although not all of
them may be pertinent to a particular application. Most of the environmental factors determine the packaging
of the sensor, meaning the encapsulation and insulation required to protect or isolate components from the
environment, the input/output leads, connectors, and cabling. The economic factors determine the
manufacturing method and type of materials used to make the sensor and to some extent the quality of the
materials. For example, a very expensive sensor may be cost effective if it is used repeatedly or for very long
periods of time. However, a disposable sensor like that used for early pregnancy testing should be inexpensive
and may only need to function accurately for a few minutes. The sensor characteristics of the sensor are
usually the specifications of primary concern. The most important parameters are sensitivity, stability, and
repeatability. Normally, a sensor is only useful if all three of these parameters are tightly specified for a given
range of measurand values and time of operation. For example, a highly sensitive device is not useful if its
output signal drifts greatly during the measurement time and the data obtained may not be reliable if the
measurement is not repeatable. Other sensor characteristics, such as selectivity and linearity, can often be
compensated for by using additional, independent sensors or by signal conditioning circuits. For example,
most sensors will respond to temperature in addition to their primary measurand, since most transduction
mechanisms are temperature dependent. Therefore, temperature compensation is usually required if the
sensor is to be used in an environment where temperature is not controlled.

Physical Sensors

Physical measurands include temperature, strain, force, pressure, displacement, position, velocity, acceleration,
optical radiation, sound, flow rate, viscosity, and electromagnetic fields. Referring to Table 1.1, all but those



TABLE 1.1

Physical and Chemical Transduction Principles

Secondary Signal

SIOSUuaS

Primary Signal Mechanical Thermal Electrical Magnetic Radiant Chemical
Mechanical (Fluid) mechanical and Friction effects Piezoelectricity Magneto-mechanical ~ Photoelastic systems —
acoustic effects (e.g., friction calorimeter)  Piezoresistivity effects (e.g., piezo- (stress-induced
(e.g., diaphragm, gravity ~ Cooling effects Resistive, capacitive, magnetic effect) birefringence)
balance, echo sounder) (e.g., thermal flow meters) and inductive effects Interferometers
Sagnac effect
Doppler effect
Thermal Thermal expansion — Seebeck effect — Thermo-optical effects Reaction activation
(bimetal strip, liquid-in- Thermoresistance (e.g., liquid crystals) (e.g., thermal
glass and gas Pyroelectricity Radiant emission dissociation)
thermometers, Thermal (Johnson) noise
resonant frequency)
Radiometer effect
(light mill)
Electrical Electrokinetic and electro- Joule (resistive) heating Charge collectors Biot-Savart’s law Electro-optical effects Electrolysis
mechanical effects Peltier effect Langmuir probe (e.g., Kerr effect) Electromigration
(e.g., piezoelectricity, Pockel’s effect
electro-meter, Electroluminescence
Ampere’s law)
Magnetic Magnetomechanical Thermomagnetic effects Thermomagnetic effects — Magneto-optical effects —
effects (e.g., Righi-Leduc effect) (e.g., Ettingshausen— (e.g., Faraday effect)
(e.g., magnetorestriction,  Galvanomagnetic effects Nernst effect) Cotton—Mouton effect
magnetometer) (e.g., Ettingshausen effect)  Galvanomagnetic effects
(e.g., Hall effect,
magnetoresistance)

Radiant Radiation pressure Bolometer thermopile Photoelectric effects — Photorefractive effects Photosynthesis,
(e.g., photovoltaic effect, Optical bistability dissociation
photoconductive effect)

Chemical Hygrometer Calorimeter Potentiometry Nuclear magnetic (Emission and absorption) —

Electrodeposition cell Thermal conductivity cell Conductiometry resonance spectroscopy
Photoacoustic effect Amperometry Chemiluminiscence

Flame ionization

Volta effect

Gas-sensitive
field effect

Source: T. Grandke and J. Hesse, Introduction, Vol. 1: Fundamentals and General Aspects, Sensors: A Comprehensive Survey, W. Gopel, J. Hesse, and J.H. Zemel, Eds., Weinheim, Germany:
VCH, 1989. With permission.
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TABLE 1.2
Environmental Factors Economic Factors Sensor Characteristics
Temperature range Cost Sensitivity
Humidity effects Availability Range
Corrosion Lifetime Stability
Size — Repeatability
Over range protection — Linearity
Susceptibility to EM interferences — Accuracy
Ruggedness — Response time
Power consumption — Frequency response

Self-test capability — _

transduction mechanisms listed in the chemical column are used in the design of physical sensors. Clearly,
they comprise a very large proportion of all sensors. It is impossible to illustrate all of them, but three
measurands stand out in terms of their widespread application: temperature, displacement (or associated
force), and optical radiation.

Temperature Sensors

Temperature is an important parameter in many control systems, most familiarly in environmental control
systems. Several distinctly different transduction mechanisms have been employed to measure temperature.
The mercury thermometer was mentioned in the Introduction as a temperature sensor which produced a
nonelectronic output signal. The most commonly used electrical signal generating temperature sensors are
thermocouples, thermistors, and resistance thermometers. Thermocouples employ the Seebeck effect, which
occurs at the junction of two dissimilar conductors. A voltage difference is generated between the hot and cold
ends of the two conductors due to the differences in the energy distribution of electrons at the two
temperatures. The voltage magnitude generated depends on the properties of the conductor, e.g., conductivity
and work function, such that a difference voltage will be measured between the cool ends of two different
conductors. The voltage changes fairly linearly with temperature over a given range, depending on the choice
of conductors. To minimize measurement error, the cool end of the couple must be kept at a constant
temperature and the voltmeter must have a high input impedance. A commonly used thermocouple is made
of copper and constantan wires. A thermocouple is an “auto-generator,” i.e., it produces a usable output
signal, in this case electronic, directly in response to the measurand without the need for auxiliary power.

The resistance thermometer relies on the increase in resistance of a metal wire with increasing temperature.
As the electrons in the metal gain thermal energy, they move about more rapidly and undergo more frequent
collisions with each other and the atomic nuclei. These scattering events reduce the mobility of the electrons,
and since resistance is inversely proportional to mobility, the resistance increases. Resistance thermometers
typically consist of a coil of fine metal wire. Platinum wire gives the largest linear range of operation. The
resistance thermometer is a “modulator” or passive transducer. In order to determine the resistance change, a
constant current is supplied and the corresponding voltage is measured (or vice versa). Another means of
making this measurement can be done by placing the resistor in the sensing arm of a Wheatstone bridge and
adjusting the opposing resistor to “balance” the bridge producing a null output. A measure of the sensitivity of
a resistance thermometer is its temperature coefficient of resistance, TCR = (0R/R)(1/6T) in units of percent
resistance per degree of temperature.

Thermistors are resistive elements made of semiconductor materials and have a negative temperature
coefficient of resistance. The mechanism governing the resistance change of a thermistor is the increase in the
number of conducting electrons with increasing temperature, due to thermal generation, i.e., the electrons that
are the least tightly bound to the nucleus (valence electrons) gain sufficient thermal energy to break away
(enter the conduction band) and become influenced by external fields. Thermistors are measured in the same
manner as resistance thermometers, but thermistors have up to 100 times higher TCR values.
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Displacement and Force Sensors

Many types offorces can be sensed by the displacements they create. For example, the force due to acceleration of a
mass at the end of a spring will cause the spring to stretch and the mass to move. Its displacement from the zero
acceleration position is governed by the force generated by the acceleration (F = m - a) and by the restoring force
of the spring. Another example is the displacement of the center of a deformable membrane due to a difference in
pressure across it. Both of these examples require multiple transduction mechanisms to produce an electronic
output: a primary mechanism which converts force to displacement (mechanical to mechanical) and then an
intermediate mechanism to convert displacement to an electrical signal (mechanical to electrical). Displacement
can be measured by an associated capacitance. For example, the capacitance associated with a gap which is
changing in length is given by C = area X dielectric constant/gap length. The gap must be very small compared
to the surface area of the capacitor, since most dielectric constants are of the order of 1 x 10~ farads/cm and with
present methods, capacitance is readily resolvable to only about 10™'* farads. This is because measurement leads
and contacts create parasitic capacitances that are of the same order of magnitude. If the capacitance is measured
at the generated site by an integrated circuit, capacitances as small as 10~"° farads can be measured. Displacement
is also commonly measured by the movement of a ferromagnetic core inside an inductor coil. The displacement
produces a change in inductance which can be measured by placing the inductor in an oscillator circuit and
measuring the change in frequency of oscillation.

The most commonly used force sensor is the strain gage. It consists of metal wires which are stretched in
response to a force. The resistance of the wire changes as it undergoes strain, i.e., a change in length, since the
resistance of a wire is R = resistivity X length/cross-sectional area. The wire’s resistivity is a bulk property of
the metal which is a constant for constant temperature. A strain gage can be used to measure the force due to
acceleration by attaching both ends of the wire to a cantilever beam (diving board), with one end of the wire at
the attached beam end and the other at the free end. The free end of the cantilever beam moves in response to
acceleration, producing strain in the wire and a subsequent change in resistance. The sensitivity of a strain gage
is described by the unitless gage factor, G = (0R/R)/(0L/L). For metal wires, gage factors typically range from
2 to 3. Semiconductors exhibit piezoresistivity, which is a change in resistivity in response to strain.
Piezoresistors have gage factors as high as 130. Piezoresistive strain gages are frequently used in microsensors,
as described later.

Optical Radiation

The intensity and frequency of optical radiation are parameters of great interest and utility in consumer
products such as the video camera and home security systems and in optical communications systems.
Consequently, the technology for optical sensing is highly developed. The conversion of optical energy to
electronic signals can be accomplished by several mechanisms (see radiant to electronic transduction in
Table 1.1); however, the most commonly used is the photogeneration of carriers in semiconductors. The most
often-used device to convert photogeneration to an electrical output is the pn-junction photodiode.
The construction of this device is very similar to the diodes used in electronic circuits as rectifiers. The
photodiode is operated in reverse bias, where very little current normally flows. When light shines on the
structure and is absorbed in the semiconductor, energetic electrons are produced. These electrons flow in
response to the electric field sustained internally across the junction, producing an externally measurable
current (and autogenerator). The current magnitude is proportional to the light intensity and also depends on
the frequency of the light. Figure 1.2 shows the effects of light intensity on the terminal current vs. voltage
behavior of a pn-junction photodiode. Note that for zero applied voltage, a net negative current flows when
the junction is illuminated. This device can therefore also be used as a source of power (a solar cell).
Photodiodes can be made sensitive to specific wavelengths of light by the choice of semiconductor material
and by coating the device with thin film materials which act as optical filters.

Chemical Sensors

Chemical measurands include ion concentration, atomic mass, rate of reactions, reduction-oxidation
potentials, and gas concentration. The last column of Table 1.1 lists some of the transduction mechanisms that
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FIGURE 1.2 The current vs. voltage characteristics of a semiconductor, pn-junction, photodiode with incident light
intensity.

have been or could be employed in chemical sensing. Two examples of chemical sensors are described here: the
ion-selective electrode (ISE) and the gas chromatograph. They were chosen because of their general use and
availability, and because they illustrate the use of a primary (ISE) vs. a primary plus intermediate (gas
chromatograph) transduction mechanism.

Ton-Selective Electrode (ISE)

As the name implies, ISEs are used to measure the concentration of a specific ion concentration in a solution
of many ions. To accomplish this, a membrane material is used that selectively generates a potential which is
dependent on the concentration of the ion of interest. The generated potential is usually an equilibrium
potential, called the Nernst potential, and it develops across the interface of the membrane with the solution.
This potential is generated by the initial net flux of ions (charge) across the membrane in response to a
concentration gradient, which generates an electric field that opposes further diffusion. Thenceforth the
diffusional force is balanced by the electric force and equilibrium is established until a change in solution ion
concentration occurs. This equilibrium potential is very similar to the so-called built-in potential of a
pn-junction diode. The ion-selective membrane acts in such a way as to ensure that the generated potential is
dependent mostly on the ion of interest and negligibly on any other ions in solution. This is done by
enhancing the exchange rate of the ion of interest across the membrane, so that it is the fastest moving and,
therefore, the species which generates and maintains the potential.

The most familiar ISE is the pH glass electrode. In this device the membrane is a sodium glass which
possesses a high exchange rate for H'. The generated Nernst potential, E, is given by the expression:
E = Ey+(RT/F) In [H"], where E, is a constant for constant temperature, R is the gas constant, F is the
Faraday constant, and [H™] represents the hydrogen ion concentration. The pH is defined as the negative of
the log[H™]; therefore, pH = (E, — E)(log e)(F/RT). One pH unit change corresponds to a tenfold change in
the molar concentration of H* and a 59 mV change in the Nernst potential at room temperature. There are
many other ISEs that are commercially available. They have the same type of response, but are sensitive to a
different ion, depending on the membrane material. Some ISEs employ ionophores trapped inside a polymeric
membrane to achieve selectivity. An ionophore is a molecule that selectively and reversibly binds with an ion
and thereby creates a high exchange rate across the membrane that contains it for that particular ion.
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The typical ISE consists of a glass or plastic tube with the ion-selective membrane closing that end of the
tube which is immersed into the solution to be measured. The Nernst potential is measured by making
electrical contact to either side of the membrane. This is done by placing a fixed concentration of
conductive filling solution inside the tube and placing a wire into the solution. The other side of the
membrane is contacted by a reference electrode placed inside the same solution under test. The reference
electrode is constructed in the same manner as the ISE but it has a porous membrane which creates a liquid
junction between its inner filling solution and the test solution. The liquid junction is designed to have a
potential which is invariant with changes in concentration of any ion in the test solution. The reference
electrode, solution under test, and the ISE form an electrochemical cell. The reference electrode
potential acts like the ground reference in electric circuits, and the ISE potential is measured between the
two wires emerging from the respective two electrodes. The details of the mechanisms of transduction in
ISEs are beyond the scope of this chapter. The reader is referred to the texts by Bard and Faulkner (1980)
and Janata (1989).

Gas Chromatograph

Molecules in gases have thermal conductivities which are dependent on their masses; therefore, a pure gas can
be identified by its thermal conductivity. One way to determine the composition of a gas is to first separate it
into its components and then measure the thermal conductivity of each. A gas chromatograph does exactly
that. In a gas-solid chromatograph, the gas flows through a long narrow column which is packed with an
adsorbant solid wherein the gases are separated according to the retentive properties of the packing material
for each gas. As the individual gases exit the end of the tube one at a time, they flow over a heated wire. The
amount of heat transferred to the gas depends on its thermal conductivity. The gas temperature is measured at
a short distance downstream and compared to a known gas flowing in a separate sensing tube. The
temperature of the gas is related to the amount of heat transferred and can be used to derive the thermal
conductivity according to thermodynamic theory and empirical data. This sensor requires two transduction
steps: a chemical to thermal energy transduction followed by a thermal to electrical energy transduction to
produce an electrical output signal.

Biosensors

Biological measurands are biologically produced substances, such as antibodies, glucose, hormones, and
enzymes. Biosensors are not the same as biomedical sensors, which are any sensors used in biomedical
applications, such as blood pressure sensors or electrocardiogram electrodes. Hence, although many
biosensors are biomedical sensors, not all biomedical sensors are biosensors. Table 1.1 does not include
biological signals as a primary signal because they can be generally classified as either biochemical or physical
in nature. Biosensors are of special interest because of the very high selectivity of biological reactions and
binding. However, the detection of that reaction or binding is often elusive. A very familiar commercial
biosensor is the in-home, early pregnancy test, which detects the presence of human growth factor in urine.
That device is a nonelectrical sensor since the output is a color change which our eye senses. In fact, most
biosensors require multiple transduction mechanisms to arrive at an electrical output signal. Two examples as
given below are an immunosensor and an enzyme sensor. Rather than examining a specific species, the
examples describe a general type of sensor and transduction mechanism, since the same principles can be
applied to a very large number of biological species of the same type.

Immunosensor

Commercial techniques for detecting antibody—antigen binding generally utilize optical or x-radiation detection.
An optically fluorescent molecule or radioisotope is nonspecifically attached to the species of interest in solution.
The complementary binding species is chemically attached to a substrate or beads which are packed into a
column. The tagged solution containing the species of interest, say the antibody, is passed over the antigen-coated
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surface, where the two selectively bind. After the specific binding occurs, the unbound fluorescent molecules or
radioisotopes are washed away, and the antibody concentration is determined by fluorescence spectroscopy or
with a scintillation counter, respectively. These sensing techniques can be quite costly and bulky, and therefore
other biosensing mechanisms are rapidly being developed. One experimental technique uses the change in the
mechanical properties of the bound antibody—antigen complex in comparison to an unbound surface layer of
antigen. It uses a shear mode, surface acoustic wave (SAW) device (see Ballentine et al., 1997) to sense this change
as a change in the propagation time of the wave between the generating electrodes and the pick-up electrodes
some distance away on the same piezoelectric substrate. The substrate surface is coated with the antigen and it is
theorized that upon selectively binding with the antibody, this layer stiffens, changing the mechanical properties
of the interface and therefore the velocity of the wave. The advantages of this device are that the SAW device
produces an electrical signal (a change in oscillation frequency when the device is used in the feedback loop of an
oscillator circuit) which is dependent on the amount of bound antibody; it requires only a very small amount of
the antigen which can be very costly; the entire device is small, robust and portable; and the detection and readout
methods are inexpensive. However, there are numerous problems which currently preclude its widespread,
commercial use, specifically a large temperature sensitivity and responses to nonspecific adsorption, i.e., by
species other than the desired antibody.

Enzyme Sensor

Enzymes selectively react with a chemical substance to modify it, usually as the first step in a chain of reactions
to release energy (metabolism). A well-known example is the selective reaction of glucose oxidase (enzyme)
with glucose to produce gluconic acid and peroxide, according to

CeH,,04 + O, _&ueose oxidase o1y conic acid + H,0, + 80 kilojoules heat

An enzymatic reaction can be sensed by measuring the rise in temperature associated with the heat of reaction
or by the detection and measurement of reaction by-products. In the glucose example, the reaction can be
sensed by measuring the local dissolved peroxide concentration. This is done via an electrochemical analysis
technique called amperometry (Bard and Faulkner, 1980). In this method, a potential is placed across two
inert metal wire electrodes immersed in the test solution and the current which is generated by the reduction/
oxidation reaction of the species of interest is measured. The current is proportional to the concentration of
the reducing/oxidizing species. A selective response is obtained if no other available species has a lower redox
potential. Because the selectivity of peroxide over oxygen is poor, some glucose sensing schemes employ a
second enzyme called catalase which converts peroxide to oxygen and hydroxyl ions. The latter produces a
change in the local pH. As described earlier, an ISE can then be used to convert the pH to a measurable
voltage. In this latter example, glucose sensing involves two chemical-to-chemical transductions followed by a
chemical-to-electrical transduction mechanism.

Microsensotrs

Microsensors are sensors that are manufactured using integrated circuit fabrication technologies and/or
micromachining. Integrated circuits are fabricated using a series of process steps which are done in batch
fashion meaning that thousands of circuits are processed together at the same time in the same way. The
patterns which define the components of the circuit are photolithographically transferred from a template to
a semiconducting substrate using a photosensitive organic coating, called photoresist. The photoresist
pattern is then transferred into the substrate or into a solidstate thin film coating through an etching or
deposition process. Each template, called a photomask, can contain thousands of identical sets of patterns,
with each set representing a circuit. This “batch” method of manufacturing is what makes integrated circuits
so reproducible and inexpensive. In addition, photoreduction enables one to make extremely small features,
of the order of microns, which is why this collection of process steps is referred to as microfabrication
(Madou, 1997). The resulting integrated circuit is contained in only the top few microns of the
semiconductor substrate and the submicron thin films on its surface. Hence, integrated circuit technology is
said to consist of a set of planar, microfabrication processes. Micromachining refers to the set of processes
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which produce three-dimensional microstructures using the same photolithographic techniques and batch
processing as for integrated circuits. Here, the third dimension refers to the height above the substrate of the
deposited layer or the depth into the substrate of an etched structure. Micromachining can produce
structures with a third dimension in the range of 1 to 500 microns. The use of microfabrication to
manufacture sensors produces the same benefits as it does for circuits: low cost per sensor, small size, and
highly reproducible features. It also enables the integration of signal conditioning or compensation circuits
and actuators, i.e., entire sensing and control systems, which can dramatically improve sensor performance
for very little increase in cost. For these reasons, there has been a great deal of research and development
activity in microsensors over the past 30 years.

The first microsensors were integrated circuit components, such as semiconductor resistors and pn-junction
diodes. The piezoresistivity of semiconductors and optical sensing by photodiodes were discussed in earlier
sections of this chapter. Junction diodes are also used as temperature sensors. When forward-biased with a
constant diode current, the resulting diode voltage increases approximately linearly with increasing
temperature. The first micromachined microsensor to be commercially produced was the silicon pressure
sensor. It was invented in the mid to late 1950s at Bell Labs and commercialized in the 1960s. This device
contains a thin, square, silicon diaphragm (=10 microns thick), which is produced by crystal orientation
dependent, chemical etching. The thin diaphragm deforms in response to a pressure difference across it
(Figure 1.3). The deformation produces two effects: a position-dependent displacement, which is maximum at
the diaphragm center, and position-dependent strain, which is maximum near the diaphragm edge. Both of
these effects have been used in microsensors to produce an electrical output which is proportional to
differential pressure. The membrane displacement can be sensed capacitively as previously described.
Alternatively, the strain can be sensed by placing a piezoresistor, fabricated within the silicon diaphragm, along
its edge. This latter type of sensor is called a piezoresistive pressure sensor and is the commercially more
common type of pressure microsensor. Engineering of the design and placement of piezoresistors for optimal
signal generation in response to pressure is highly developed. Because of their opposite TCRs, both 7 and p
type materials for the piezoresistors are sometimes utilized to achieve temperature compensation of the
response. In Figure 1.3, four piezoresistors are shown, one at each edge, which can be connected together in
series to create a Wheatstone bridge on-chip.

Pressure microsensors constituted about 5% of the total U.S. consumption of pressure sensors in 1991.
Most of them are used in the medical industry as disposables, or in automotive applications, due to their low
cost and small, rugged construction. Many other types of microsensors are commercially under development,
including accelerometers, mass flow rate sensors, and biosensors.

Silicon

Pressure

FIGURE 1.3 Schematic cross section of a silicon piezoresistive pressure sensor. A differential pressure deforms the silicon
diaphragm, producing strain in the integrated piezoresistors.
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Defining Terms

Micromachining: The set of processes that produces three-dimensional microstructures using sequential
photolithographic pattern transfer and etching or deposition in a batch processing method.

Microsensor: A sensor that is fabricated using integrated circuit and micromachining technologies.

Repeatability: The ability of a sensor to reproduce output readings for the same value of measurand when
applied consecutively and under the same conditions.

Sensitivity: The ratio of the change in sensor output to a change in the value of the measurand.

Sensor: A device that produces a usable output in response to a specified measurand.

Stability: The ability of a sensor to retain its characteristics over a relatively long period of time.
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1.2 Electrochemical Sensors

Bryan Stewart Hobbs

Introduction

Electrochemical sensors possess many attractive features which have led to their adoption over a wide range of
applications for detecting and monitoring chemical species, “analytes,” in both the gas and liquid phases. They
are generally available as small, compact, relatively low cost devices, mechanically robust, simple, and reliable
in operation.

A great advantage of electrochemical sensors is that they can operate in ambient temperatures between
about —50°C and +50° C, without the need for any external heating. Consequently, their power requirements
can be extremely low; some are completely self-powered, additional power only being required for such extra-
sensor functions as alarms, data recording, and transmission, etc. In this respect, electrochemical sensors are
ideally suited to portable instruments where battery power, size, and cost are important considerations. Only
where it is not possible to obtain a satisfactory electrochemical response are cheaper, solid-state,
semiconductor or pellistor devices used instead, for example, in hydrocarbon gas detection.

In fixed instrument applications, where power requirements are a less important criterion, electrochemical
sensors occupy an intermediate position between the comparatively cheaper, but less selective and repeatable,
semiconductor devices and the more sophisticated and complex analytical techniques of optical and mass
spectrometry, chromatography, etc.

Electrochemical sensors divide into two broad categories: “potentiometric” types, producing a voltage
response to an analyte, and “amperometric” sensors, which give an electrical current response. Both sensor
types comprise at least two electrodes, separated by an intervening body of an ionically conducting liquid or
solid electrolyte.

In the majority of electrochemical sensors, the electrolytes used are aqueous solutions of salts, acids, or
bases, and operate at room temperature. However, some specialized products utilize nonaqueous electrolytes
and/or are operated at elevated temperatures. Examples of the latter include solid ceramic electrolyte sensors
based on zirconia which work in environments of several hundreds of degrees centigrade, such as automotive
exhausts and combustion stacks [1]. When operated in normal ambient temperatures, these sensors require
heating via external power supplies, as do semiconductor devices such as the stannic oxide gas sensor.

Potentiometric Sensotrs

In its simplest form, a potentiometric sensor comprises two electrodes, separated by an electrolyte. The analyte
interacts with one electrode, “the sensing electrode,” so as to establish an “equilibrium potential” at the
interface between the sensing electrode surface and the electrolyte [2]. A second, “reference electrode,” which is
unresponsive to the analyte, establishes a fixed potential with respect to the electrolyte, enabling the sensing
electrode potential to be measured by means of an external voltmeter [3]. Potentiometric measurements are
made under conditions where practically no current flows and voltage measuring circuitry of very high input
impedance is used [4,5].

The voltage output of a potentiometric sensor varies logarithmically with the analyte concentration
according to the so-called Nernst equation [6] which has the general form:

E = E° + constantIn [C] (1.1)

where E is the measured voltage from the sensor, E° is the cell voltage under standard conditions [7], and
C is the analyte concentration.

For gases, either in the dissolved or gaseous states, the C term in Equation (1.1) becomes the partial pressure
of the gas.
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FIGURE 1.4 Schematic representation of the basic construction of an ion-specific electrode arrangement.

Sensing electrodes take a variety of forms; some comprise simple metallic surfaces such as a noble metal
(e.g., Pt) wire or foil. A common feature in present day sensors is the use of a perm-selective membrane,
located between the sensing and reference electrodes [8—10]. The membrane exchanges ions with the analyte to
form a potential, the Donnan potential, which is related to the analyte concentration in much the same way
as other electrode potentials. The specific ion incorporated by the membrane, and thereby measured, depends
on the nature of the membrane material which can take many forms, for example, glasses, polymers,
ion-exchange resins, and suchlike. A schematic representation of the basic construction of an ion-specific
electrode (ISE) is depicted in Figure 1.4.

One of the earliest, and probably the most familiar, membrane electrode is the glass electrode, used to
measure pH [11]. The Severinghaus electrode, based on the glass electrode is used to measure carbon dioxide
in blood and other biological fluids [12]. Membrane sensors find particular application in measuring
biological analytes [10,13,14] for which a greater variety of material choice exists.

Potentiometric sensors are ideally suited to liquid phase measurements; with suitable design and choice of
materials, they can be highly specific to the analyte. However, their reliance on the establishment of reversible
potentials from electrochemical reactions in equilibrium renders them unsuitable for sensing chemical species
which react irreversibly, for example, oxygen and carbon monoxide. At elevated temperatures the reaction
kinetics of these analytes can become fast enough to produce a reversible electrode potential and for example,
oxygen is routinely measured potentiometrically with high temperature devices, based on zirconia electrolyte
[1]. Generally, however, amperometric sensors are employed for species which react irreversibly.
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Amperometric Sensors

The amperometric principle can be described in terms of an oxygen sensor by way of example. The cell’s basic
elements comprise at least two electrodes with an intervening body of electrolyte, as for potentiometric
devices. The sensing electrode is made from materials (electrocatalysts) that support the electrochemical
reduction of oxygen, represented by the equation:

0, + 2H,0 + 4e = 40H™ (1.2)

Typical materials would be silver, gold, or platinized graphite on a porous PTFE membrane, either as
metallized films or in hydrophobic, gas diffusion, fuel cell electrodes.

The standard reversible potential of this reaction (E°) is 1.229 V at 20°C on the hydrogen scale. However,
due to the irreversible nature of this reaction, even on very active catalysts such as platinum, observed rest
potentials of oxygen electrodes are generally nearer to a volt. Any attempt to draw current from these electrodes
results in sharp polarization of the measured electrode potential, resulting in even lower values.

The counter electrode comprises an anode of a readily corrodible metal such as lead. Lead reacts with
hydroxyl ions (OH™) migrating from the oxygen cathode reaction through the electrolyte and releases
electrons which flow through the external circuit to feed the oxygen reaction:

2Pb + 40H™ = 2PbO + 2H,0 + 4e (1.3)

The overall reaction of this metal—-air battery cell is given by

2Pb 4+ O, = PbO + current (1.4)

A large anode surface area, relative to the oxygen cathode, coupled with a low impedance external electrical
circuit connecting the two electrodes, ensures that the lead remains essentially unpolarized and “holds” the
cathode at the lead potential where the oxygen reduction reaction takes place at a high rate.

This electrochemical power source is converted to a sensor by the inclusion of a diffusion barrier between
the sensing electrode and its access to the external environment. The barrier restriction is designed to ensure
that the cell operates in the “diffusion controlled, limiting current condition” [15] as illustrated in Figure 1.5
and Figure 1.6.

Operated in this condition, all the oxygen diffusing to the sensing electrode from the external environment
reacts as it arrives at the cathode. The oxygen partial pressure at the cathode will be near zero and the
concentration gradient across the barrier will be equal to the external oxygen partial pressure po,. From Fick’s
first law of diffusion, it follows that the measured limiting current from the cell, I will be directly proportional
to the oxygen partial pressure in the external environment [15]:

I}, = constant(pg,) (1.5)

The nature of the diffusion barrier exerts considerable influence on the sensor characteristics. Early examples
of oxygen sensor, developed by Clark [16,17], employed metallized solid polymer membranes (typically,
PTFE). The gas transport mechanism through these membranes, involving a process of gas dissolution
and diffusion in the solid state, has an inherently high exponential temperature coefficient of about 2% to
3% per °C and temperature compensation is essential. Sensor outputs with these membranes are linear with
Poz.

Tantram et al. [15] developed an oxygen sensor based on a porous diffusion barrier, the simplest
form consisting of a single capillary orifice. The gas transport mechanism through porous barriers involves the
physical process of gas-phase diffusion which results in a cell limiting current governed by the following form
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of equation

I, = constant.(TO‘S).P_1 Do (1.6)

where T is the absolute temperature (K) and P is the total pressure.

The square-root temperature dependence gives coefficient values of about 0.2% per °C, about one tenth
that of solid membranes, which considerably reduces the compensation requirements.

The current output is a function of po,/P, the volume fraction of the gas, rather than the partial pressure.
This provides a signal which is essentially independent of ambient barometric pressure, which is a preferred
characteristic with most gas-phase measurement applications.

Because of bulk flow effects, porous barriers become increasingly nonlinear with increasing gas
concentration [18]. Up to about 20% oxygen, a small secondary correction may be applied to linearize the
output and below a few percent gas analyte, the output is essentially linear.

Sensor life, regardless of diffusion barrier type, will ultimately be determined by the current and the amount
of lead used in these Pb/O,cells. Commercially available cells are capable of two or more years of life in air
(21% oxygen), weigh only a few grams and are about the size of a small alkaline battery cell.

The basic amperometric principle described for oxygen has been adapted to provide sensors for measuring
the concentrations of a range of toxic gases such as CO, H,S, NO, NO,, SO,, and Cl, [19]. Many of these gases
undergo an electrochemical oxidation at the sensing electrode and an oxygen reducing counter electrode is
used; for example, the electrode reactions for a CO sensor are as follows:

sensing electrode (CO oxidation) 2CO + 2H,0 = 2CO, + 4HY + 4e (1.7)
counter electrode (O, reduction) O, 4+ 4H" + 4e = 2H,0 (1.8)
cell reaction 2CO + O, = 2CO, + current (1.9)

The oxygen supply comes from the external environment and such cells operate as self-powered fuel cells.
There are no life-limiting, consumable elements in these toxic gas sensors, in contrast to lead anode in the
Pb/O, oxygen sensor.
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FIGURE 1.7 Two-electrode circuit for an amperometric gas sensor.
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Measurement of the current from a two-electrode amperometric sensor can be accomplished by simply
measuring the voltage across a low value resistor connecting the electrodes. Alternatively, a potentiostatic
circuit can be used, which consumes very little external power and enables the cell to run at an effectively zero
load resistance [4,20] (Figure 1.7). This circuit yields a faster response and reduces polarization effects from
the oxygen counter electrode in toxic gas sensors which tend to destabilize the signal.

Counter
Electrode
_ Reference
Electrode _
4
Amp
Sensing +

Electrode

.7

| VOul| = RLoadi |::| l:‘Load

FIGURE 1.8 Three-electrode circuit/zero bias.
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FIGURE 1.9 Biased three-electrode circuit.
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Most toxic sensors are operated with a third, reference electrode and an external three-electrode

potentiostatic circuit (Figure 1.8). The reference electrode is normally formed by an additional, oxygen-
responsive counter electrode from which no current is drawn. The potentiostat in Figure 1.8 operates to
“hold” the sensing electrode at the reference electrode potential. The cell current, passing between counter and
sensing electrodes, is measured in the amplifier feedback loop to eliminate completely all polarization effects
within the cell [4,5,20].

Three-electrode circuits also allow the possibility of “biasing” the sensing electrode operating potential with

respect to the reference electrode as depicted in Figure 1.9, thus giving more flexibility in choosing optimal
operating potentials for the analyte and/or suppressing cross interfering gas reactions [20].
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1.3 The Stannic Oxide Semiconductor Gas Sensor

Joseph Watson

Introduction

There are numerous different methods of gas detection using transduction methods from mechanical through
chemical to optical. For example, in the very common case of carbon dioxide detection, infrared optical
techniques remain the most satisfactory because of the comparative nonreactivity of that gas. There are also
complex methods such as gas chromatography for the measurement of very low gas concentrations. However,
for more reactive gases in concentrations from one to several thousand parts per million, simpler methods are
widespread, and electrochemical and solid-state techniques are the two most commonly employed. Crudely
put, electrochemical sensors tend to provide better selectivity and repeatability, thus making them suitable as
monitoring instruments, while solid-state devices are cheaper, long-lived, and thus better suited to alarm
systems. However, for portable applications, solid-state devices have limited application because they require
heating, which sometimes involves unacceptable battery drain.

There are actually many types of gas sensors that can be described as “solid-state”, the smaller and
apparently simpler of which include the catalytic Pellistor and the various polymer sensors found largely
in some “electronic nose” instruments. However, the stannic oxide (i.e., tin dioxide, or SnO,) sensor has
become the most common by far, and its chemistry is reasonably well established [1], though the actual
mechanisms by which dopants (implying the inclusion of centres of catalysis) operate are less clear.
Furthermore, the electrical performance of the sensors is markedly affected by their physical configurations
and operating conditions and indeed by the nature of the substrates upon which the active material is
deposited.

The basic SnO, gas sensor is deceptively simple and consists essentially of an insulating substrate with a pair
of electrode metalizations on one side and a heater on the other. Gas-sensitive stannic oxide in its hard ceramic
form is deposited across the electrodes and is heated via the substrate to a temperature appropriate for
operation, at which its resistance reaches an equilibrium value. A fall in this resistance occurs on the arrival of
any reducing gas and is measured by an associated electronic circuit, subsequently operating an alarm or
displaying the concentration of that gas. There are many variations on this constructional theme, including the
tubular configuration and housing adopted by Figaro Inc. of Japan, as shown in Figure 1.10. More recent
sensors are on very small substrates that allow the heater to be deposited on the same side of the substrate
without severe degradation in the temperature gradient across the substrate chip.

The actual chemical and physical principles underlying the change in resistance of the sensor have been
elucidated over many decades and here it will suffice to say that the basic mechanism involves the adsorption
of oxygen ion species from the atmosphere until equilibrium is reached at a given temperature. Then, in the
presence of a reducing gas, some of the adsorbed oxygen ions combine with that gas, thus releasing electrons
that become available for conduction, which lowers the resistance. Though this is a simplistic explanation, it is
adequate as background information in the present context.

Basic Electrical Parameters and Operation

If the resistance of a typical tin dioxide gas sensor is plotted against gas concentration, it follows the form of the
curve shown in Figure 1.11. The slope of this curve at any point defines the incremental sensitivity, ARs/ACg,
which is clearly greatest at low concentrations, and is markedly different from the chord sensitivity (R,-Rs)/Cg,
where R, is the sensor resistance in clean air. This being so, and considering the shape of the curve, it is
more subjectively acceptable to display the sensor conductance, which approaches a straight line over a
considerable concentration range. That is, the incremental sensitivity is not so different from the chord
sensitivity, as shown in Figure 1.12. Furthermore, only a very simple operational amplifier circuit is needed
to perform this measurement, as shown in Figure 1.13. Here, a constant voltage is applied across the active
material and the amplifier acts as a current-to-voltage converter, the output voltage being proportional to
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FIGURE 1.10 Figaro gas sensor configuration.
the conductance of the material [2] as follows:

Vout = —IxRp = ISRy
Where IS = VS/RS = VSGS
giVing GS = Vout/VSRF

However, in current practice, the foregoing fundamental definitions of sensitivity tend not to be used. Instead,
a figure-of-merit, also called “sensitivity”, has become common. This is actually the resistance ratio Rs/R,,
which obviously has a value of unity in clean air and falls with gas concentration. Furthermore, this
“sensitivity” may be defined not only with reference to R, but also with reference to a particular gas
concentration, Ry. For example, the “sensitivity” of a particular sensor may be defined as Rs/R, where a
comparison of the sensor resistance at “Cg” ppm is compared with that at Cy ppm of the same gas. Usually,
logarithmic plots of such resistance ratios against logarithmic plots of gas concentration are provided by

R AR
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FIGURE 1.11 A typical sensor resistance (R;) plot vs. gas concentration (Cg).
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FIGURE 1.12 A typical sensor conductance (Gs) plot vs. gas concentration (Cg).
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FIGURE 1.13 Circuit for measurement of sensor conductance.

manufacturers and result in fairly straight, downward-sloping lines as exemplified by Figure 1.14. Here, R, is
the resistance at 250 ppm of carbon monoxide, so that Rg/Rx, at that concentration is unity.

This figure shows that the device is sensitive also to hydrogen, though not to methane, as shown by the
crosses. In fact, all stannic oxide sensors are sensitive to very many gases, though the carefully monitored
inclusion of dopants can succeed in tailoring their responses to achieve considerable degrees of selectivity. In
this context, perhaps the most common “nuisance gas” is water vapor and though again there are techniques
to minimize this, it remains a major problem for this form of gas sensor.

The circuit shown is the basis of most instruments which utilize the stannic oxide sensor for measurement
purposes, though a much simpler configuration can be used for alarm systems. This would consist of a load
resistor in series with the sensor so that any change in the resistance of the sensor due to the presence of a
detectable gas would change the proportion of the supply voltage appearing across each. This can be detected
as an alarm signal. Furthermore, the same supply voltage can be used to energize the heater, thus making for
an extremely cheap network.
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FIGURE 1.14 Resistance ratio plot for a typical sensor.

Operating Temperature

The operating temperature is determined by the heater structure, which consists typically of a metalization
pattern on one side of the substrate through which an appropriate current is passed in the manner of a
filament lamp. Thus, if a constant voltage is applied, the positive resistance/temperature coefficient typical of
metals ensures that the temperature will stabilize, except for any excess rise due to exothermal reactions at the
active material surface. (This latter effect actually describes the operation of the purely catalytic Pellistor-type
sensor, which involves the measurement of the small resistance change in the heater filament via a bridge
circuit, which necessitates an identical, but passive sensor.) Although this mode of operation is adequate for
most purposes, negative feedback may be applied via an electronic heater circuit for more stringent operating
requirements.

The heater itself poses several problems. First, recognizing that the active material is usually sintered in situ
during manufacture, the heater must tolerate the sintering temperatures involved, which can exceed 800°C for
some materials. Platinum is the best material to cope with such temperatures, but inevitably incurs high costs.
The second problem is that a uniform temperature across the substrate and hence the active material is
difficult to achieve with a patterned heater metalization. Considerable work has been performed in this area
and, as is seen in Figure 1.10, Figaro Engineering Inc. has developed a tubular structure with a heater filament
in the center and the active material deposited on the outside. This is an example of good geometric design
leading to a low temperature gradient. Both Figaro and Capteur Sensors and Analysers Ltd. (now City
Technology Ltd.) of the U.K. have also used thick-film ruthenium dioxide heaters, which can give rise to very
flat temperature gradients using small alumina tile topology.

The need for uniform temperature is illustrated by Figure 1.15, which is a plot from a seminal paper by
Firth et al. [3] showing sensitivity (in this case measured as R,/Rjgo) Vs. temperature for two gases. Here,
the sensitivity is clearly a marked function of the sensor operating temperature, which means that unless
this temperature is held within narrow limits, the sensitivity will vary considerably. Furthermore, unless
the temperature gradient is small, different parts of the active material will exhibit different sensitivities,
which raises a second point. If some degree of selectivity is desired, for example a measurement of CO
concentration in the presence of CH, this can clearly be achieved by maintaining the operating
temperature at a point shown by the vertical dashed line, that is, at about 300°C. Here, the sensitivity to
CH, is negligible, but should the operating temperature vary across the active material, parts of that
material may be at temperatures where the sensitivity to CHy is significant, so that the desired level of
selectivity is lost.
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FIGURE 1.15 The effect of sensor temperature on the gas sensitivity of a tin dioxide sensor. (After Firth et al. [3].)

Substrate Materials

Alumina in ceramic form is very heat stable and is an electrical insulator, which are good reasons for its use as
a substrate. However, it is also a good thermal insulator, which is unfortunate in that it helps to maintain the
undesirable thermal gradients described above. A better material would exhibit the same electrically insulating
properties but would also be a good thermal conductor, which would help to minimize temperature
variations. Several such materials exist [4], the best being beryllia (Be,O3). Although the processing of beryllia
requires specialist procedures, beryllium being highly toxic, firms such as CBL Ceramics Ltd. in the UK.
already produce beryllia forms for many other purposes and have engaged in work on gas sensor substrates,
for which patents have been filed.

In addition to the maintenance of a constant operating temperature and a flat temperature gradient, the
question of heater power consumption arises, especially where battery operation is desired [5]; this suggests
that the size of the sensor should be reduced and, concomitantly, the heat loss. However, this implies that the
thermal capacity will also be small, which in turn means that even low-velocity air flows will cool the sensor
significantly unless quite sophisticated electronics are used to maintain the proper operating temperature.
Such problems have been addressed and, for example, in addition to their tubular structure, Figaro
Engineering Inc. has produced a range of substrates little more than 1 mm? carrying very small active material
depositions and using ruthenium dioxide thick-film heater structures insulated from the active material
proper. Although an alumina substrate is used, its small size and the thick-film ruthenium dioxide heater
make for a very uniform temperature distribution. When this sensor is operated using a pulse-train technique
(described below), the total power consumption can be less than 60 mW. Interestingly, the major source of
heat loss from small structures like this occurs via the electrical leads rather than from convection or radiation.

A radical departure from traditional substrate materials is found in the use of micromachined silicon [6,7],
and though considerable work has been performed on this technique, commercial sensors have yet to achieve
acceptance. Here, the active element is deposited on a silicon dioxide layer, which itself is deposited on a
silicon membrane, the latter being small and thin to minimize heat loss via conduction. The heater can be
amorphous silicon embedded inside the SiO, layer so that its life is not compromised by evaporation. The
concatenation of somewhat mutually exclusive fabrication techniques has so far precluded mass production at
prices competitive with alumina-substrate-based sensors.
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Electrical Operating Parameters

In addition to new departures in substrate materials and geometry, there are various methods of electrical
control and measurement, usually involving pulsed as opposed to continuous operation [8]. There are several
reasons for this, as follows.

The first is a requirement for low power consumption, thereby making battery operation more feasible. If a
sensor is sufficiently small — that is, it has a very low thermal capacity — it may be driven up to its optimum
operating temperature within a few milliseconds. So, keeping in mind that contaminant gas concentrations do
not change significantly in so short a time, the sensor can be operated intermittently instead of continuously.
A case in point is that of the Figaro type 2440, which has a very small structure. This sensor is operated by
applying a 5 V heater supply for 14 msec followed by a “resting” period of 236 msec that is, a duty cycle of
nearly 1:18. This results in an average power consumption lower than 60 mW. During every fourth “resting”
period, the active material is interrogated by a 5 V pulse lasting some 5 msec. That is, the read-out is updated
on a one-second basis, which is much less than the time taken for an atmospheric carbon monoxide
concentration to change significantly.

Second, if the optimum operating temperature of a sensor is low — typically about 100° C for CO-selective
types — water vapor and trace concentrations of pollutant gases in the atmosphere can temporarily poison
that sensor. However, if the temperature is increased to well above the operating level, such contaminants can
usually be removed — a process known as “purging”. So, one method of operation is to sequentially heat the
sensor to a high temperature for this purpose, allow it to cool to its optimum operating temperature, then to
make an electrical measurement. The Figaro TGS 2440 again affords an example of this. The 14 msec heating
pulse is actually long enough to bring the temperature to more than 300°C and this falls to the optimum
measuring temperature some 150 msec later, which is when the interrogation pulse arrives. It should be noted
that for this mode of operation, materials must be selected very carefully for the various parts of the sensor
structure because the whole assembly must withstand a continuing sequence of thermal shocks over many
years without damage.

Third, a comparatively new modus operandi involves the measurement of conductance rise-times upon
application of the polarizing voltage across the active material. In this method, the sensor is maintained at the
optimum operating temperature and a fast rise-time polarizing voltage is applied. The resulting active material
conductance change has been shown to be dependent upon the gas concentration. Furthermore, there is
evidence that the rise-times may also provide gas recognition information [9].

Future Developments

Considerable progress in the chemistry and physics of the active material is currently ongoing. A good
illustration is the use of nano-particles along with pulsed-operation techniques [10]. The use of stannic oxide
sensors in arrays with each member having different characteristics has also received attention in the context of
“electronic nose” technology [11,12]. Here, sophisticated computer techniques have been used to derive both
qualitative and quantitative information about mixtures of gases using sensors that have overlapping
selectivity and sensitivity characteristics. It has therefore become clear that although the stannic oxide gas
sensor has achieved prominence in mass-produced and inexpensive devices such as domestic gas alarms, it is a
viable sensor for measurement and monitoring instruments and has by no means reached the limit of its
capabilities.
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2.1 Introduction

Multi-sensor data fusion involves combining information and data from multiple sources to obtain the most
accurate and specific assessment of an observed environment or situation [1-6]. Examples of data fusion
applications include monitoring the health of a complex machine [7], use of multiple sources to improve
medical diagnosis [8], automated target recognition for military applications [9], and environmental
monitoring [10]. Automated data fusion systems seek to emulate the ability of humans and animals to
improve their assessment of the external world by integrating information from multiple senses. Techniques
for automated data fusion range from signal processing and image processing techniques, to statistical based
estimation (e.g., Kalman filters), pattern recognition methods (cluster algorithms and adaptive neural
networks), voting, Bayesian and Dempster—Shafer methods, to automated reasoning techniques such as
expert systems, fuzzy logic, blackboard systems, and intelligent agents. An overview of these methods is
provided by Hall and McMullen [1] and Waltz and Llinas [2]. This chapter provides an introduction to
multi-sensor data fusion including the basic concepts, models, and processing architectures, algorithms and
techniques, and applications. A brief discussion of the state of the art of data fusion is provided at the end of
the chapter.

Data fusion mimics the human cognitive process involving integrating sensory data to understand the
external world. Humans receive and process sensory data (sights, sounds, smells, tastes, and touch) that
are assessed to draw conclusions about the environment and what it means. The development of data

"Note: While this is original material, it is based on a previous introduction to multi-sensor data fusion provided by Hall and
Llinas [6] and by Hall and McMullen [1].
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fusion techniques is a natural extension to the historical development of sensors to improve our ability to
observe the environment. The invention of telescopes, microscopes, acoustic sensors, and other sensor
technologies extends our human senses beyond the immediate to the microscopic, macroscopic, and
beyond the relatively narrow bandwidth of human vision and hearing. For example, rapid advances in
micro-electrical mechanical systems (MEMS) provide the ability to create micro-scale sensors that can be
distributed throughout the environment for applications such as smart buildings, surveillance, and
monitoring of complex systems [11, 12]. Such technology is being applied to improve human senses, such
as the introduction of advanced signal processing in hearing aids [13]. Similarly, data fusion technology
extends our ability to make sense of the environment. Many of the techniques developed for data fusion
seek to emulate the ability of humans (or animals) to perform fusion.

The concept of extended sensing and multisensor data fusion is illustrated in Figure 2.1. Multiple sensors
are used to provide surveillance of the Earth (e.g., to monitor crops, weather, or the environment), and these
data are input to a fusion system along with information from models, textual data (e.g., reports from
databases and human observers), computer-based model information, and semantic information such as
syntactical information. The sensor data may include signal data, images, scalar, and vector information. This
information is combined using techniques such as signal or image processing, feature extraction and pattern
recognition, statistical estimation techniques, and automated reasoning to result in a fused assessment of the
observed situation or environment.

The actual techniques by which the fusion may be performed are discussed in the next section of this
chapter. A special challenge of data fusion systems is to combine information from heterogeneous sources
(e.g., processing signal data, images, and scalar and vector data along with text-based information). In essence,
the data fusion system seeks to combine diverse data and to transform that data into knowledge suitable for
use by a human-in-the-loop decision maker. Because of this heterogeneity of input data, in general a
single algorithm is unable to perform the functions desired. A number of different techniques are required
from diverse disciplines such as signal and image processing, pattern recognition, statistical estimation,
optimization, and automated reasoning/artificial intelligence. Continuing challenges in data fusion are
to determine which algorithms are suitable for a given set of data, how to use these algorithms in concert
for effective information fusion, and how to represent and propagate the uncertainty associated with the
information sources.

Sensor Data

(5] L

Multi-Sensor

EI Data Fusion

* Models
* Human inputs
o Text

FIGURE 2.1 A conceptual view of ubiquitous sensing and information fusion.
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2.2  Data Fusion Techniques

How is the actual fusion of data and information performed? There is no simple answer to this question
because there are multiple techniques that can be utilized to perform the fusion. General discussions of these
issues are provided by Hall and Linn [14], Bowman and Steinberg [15], Waltz and Hall [16], and Hall and
Linn [17]. A discussion of the selection of algorithms specifically for correlation and association of data is
provided by Hall et al. [18]. The appropriate selection of algorithms depends upon a number of issues. A brief
description of these issues is provided here.

The Nature and Heterogeneity of the Input Data— Ideally, all data could be fused directly at the data level.
For example, if the data consisted of two images, these images could be combined on a pixel-by-pixel basis
using statistical estimation techniques, assuming that the data could be correctly aligned and associated so that
the (4, j) pixel in image A matched the corresponding (m, n) pixel in image B. If the input data are
homogeneous (viz., if the input sensors are measuring the same physical phenomena) then data level fusion
may be performed using a variety of estimation techniques. In general, however, data from different types of
sensors cannot be fused directly (e.g., fusing image information directly with scalar or vector information).
In such cases, the data are characterized by a representative feature vector and fusion proceeds based on the
feature vectors. Alternatively, the raw data or feature vectors from each sensor or source are processed
independently to produce state vectors or (single-source) decisions regarding the observed situation.
Subsequently these decisions or state vectors are fused using decision-level processes.

An example of a decision-level fusion process is shown in Figure 2.2. The heterogeneous sensor data may
consist of images, signals, vectors, or scalars. The process shown in Figure 2.2 includes:

« Data alignment and conditioning: Alignment of the data from each sensor to reference a common set of
units and coordinate frame; conditioning of the data via signal or image processing to maximize the
amount of extractable information.

o Feature extraction: Representation of the signal or image data via a representative vector (e.g.,
coefficients of a Fourier or wavelet transform, autoregressive moving average coefficients, etc.) to
characterize the data.

« Pattern recognition: Application of a pattern recognition algorithm such as a neural net or cluster
algorithm to transform the feature vector into a declaration of identity or state (e.g., declaration of
target identification or condition such as a fault condition in a mechanical system).

« Correlation and association: Correlation and association of the feature vectors to insure that a specified
set of feature vectors or data refer to a common observed entity, event, or activity (e.g., data to track
association, or track-to-track correlation for systems observing moving objects).

* Decision-level fusion: Combination and fusion of the decisions made by individual sensors to
produce a joint declaration of identity; techniques include voting, Bayesian belief networks, and
Dempster—Shafer’s method.
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FIGURE 2.2 Example of decision-level fusion.
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TABLE 2.1 Techniques for Data Fusion

Biomedical Engineering, and Instruments

Function Description Example Techniques References
Data alignment Alignment of data from « Coordinate transformations [53]
different sensors to be + Adjustment of units [2]
processed in a common [58]
frame of space and time [60]
Data/object Grouping data together to + Gating methods [55]
correlation insure that the data all refer « Multiple hypothesis [56]
and association to a common entity, target, association; probabilistic [57]
event or activity data association [59]
- Figures of merit [61]
+ Nearest neighbor [62]
Signal Techniques to process input + A very wide variety of signal [63]
conditioning signal or image data to improve and image processing
subsequent fusion processing methods exist; see the general
references provided
Feature Characterization of signal and « Time domain/time series [106]
extraction image data via vector representations [107]
representations + Time-frequency representations
« Higher order spectral methods [108]
- Wavelet methods [96]
(97]
Pattern Recognition of patterns in data; + Physical models [63]
recognition transformation from input « Cluster algorithms [64]
feature vector to declaration - Neural networks [65]
of target identity, classification « Syntactic models [66]
of phenomena, activity or « Hybrid reasoning models [67]
event detection [68]
[69]
(70]
(71]
(72]
(73]
Decision-level Fusion of reports or declarations « Rule-based systems [74]
fusion of target or entity identity; fusion + Bayes networks [75]
of reports for joint declarations « Fuzzy logic systems [76]
« Intelligent agents [77]
« Blackboard systems [78]
+ Case-based reasoning [79]
(80]
(81]
(82]
(83]
(84]
(85]
(86]
(87]
State estimation Estimation of the state vector or - State estimators [55]
and tracking system state based on observations + Kalman filters [56]
and/or feature vectors; tracking - Particle trackers [88]
the evolution of parameters in + Multiple hypothesis [89]
time and/or space trackers (MHT)
« Probabalistic data [90]
association (PDA)
« Interacting multiple [91]
models (IMM) [92]
(93]
(94]
[95]

(Continued on next page)
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TABLE 2.1 (Continued)

Function Description Example Techniques References
Context-based Automated reasoning about the + Knowledge-based systems [74]
reasoning context of the observed situation; + Rule-based expert systems [75]
interpretation of the meaning of « Fuzzy logic logical templating [76]
activities, events, association - Neural networks [77]
among tracked or identified « Case-based reasoning [78]
entities; understanding the - Intelligent agent systems [79]
relationship of the observed [80]
entities with respect to the [83]
environment [84]
(98]
Process control Allocate use of sensor or + Multi-objective optimization [99]
and resource observing resources; refinement - Utility theory [100]
allocation of the on-going fusion process + E-commerce auction methods [101]
for improved inferences + Genetic algorithms [102]
[103]

Source: Adapted from D.L. Hall and J. Llinas, “An introduction to multisensor data fusion,” Proc. IEEE, vol. 85, no. 1, pp. 6-23,
1997.

« Estimation and tracking: Estimation of the state vector(s) in time to produce a target or feature vector
track; this allows prediction of the state of the system in time.

+ Context-based reasoning: Application of automated reasoning techniques to interpret the meaning of
the fused data (e.g., relationships among objects or targets, understanding the meaning of the
environment, etc.).

Note that this process flow is intended to be conceptual only. An actual implemented data fusion system would
combine and interleave some of the functions identified in the figure. For example, in Figure 2.2 the state
estimation function (viz., the utilization of an estimator such as a Kalman filter to estimate a state vector such as
the position and velocity of an observed target) is shown as being separate from the identity level decision fusion.
However, in a real fusion system, these functions might be combined via a multiple hypothesis tracking
algorithm. A summary of types of algorithms corresponding to the functions in Figure 2.2 are listed in Table 2.2.

The A Priori Knowledge about the Input Data and Estimation Processes — Different techniques require
different levels of knowledge about the nature of the input data and the observation process. For example,
probabilistic methods such as Bayes method require a priori knowledge about the accuracy of the sensing
process and the state estimation process. For target tracking, extensive probability models may be developed
related to the sensing process, nature of the observed targets, the target tracking estimation process, etc. [55].
If such information is not available, then less restrictive models such as least-squares methods or voting
techniques must be used. The selection of fusion algorithms must consider what can realistically be assumed or
known about the observation and estimation process.

The Overall Data Fusion Architecture — A third factor that affects the selection of algorithms is the physical
and logical architecture for the sensing/fusion system. Are the sensors and processors geographically
distributed? Can all data be sent to a centralized processor for fusion or is processing performed at individual
sensor nodes? Methods for allocating data fusion processes among system processing nodes and corresponding
selection of algorithms are discussed by Hall and Llinas [5]. The rapid evolution of smart sensors and wireless
communications systems [104] has increasingly led to distributed data fusion systems. Architectures for
distributed fusion systems are described by Liggins and Chong [103].

2.3  Applications of Data Fusion

There are numerous evolving applications of data fusion. A summary of several emerging areas is provided in
Table 2.2 and summarized below.
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TABLE 2.2 Summary of Emerging Applications

Application Focus Types of Inferences References
Condition-based Monitoring the health « Status of machinery [7]
monitoring of and status of complex « Identification of evidence [19]
complex systems mechanical systems; of impending failure [20]
e.g., helicopters conditions [21]
« Classification of fault
conditions

« Prediction of time to failure
Environmental Observing and understanding + Condition of environmental [32]
monitoring the physical environment, phenomena (e.g., weather, terrain) [33]

e.g. monitoring weather, + Condition of crops

crop phenomena + Spread of dust, flooding, etc.
Medical Utilization of multiple sensors « Identification of medical [22]
applications and sources to determine the conditions [23]
health and condition of + Medical diagnosis [24]
human or animal bodies « Characterization of tumors or [31]

biological phenomena

Nondestructive Determining the condition « Product testing [25]
evaluation (NDE) and constituency of materials « Evaluation of material condition [26]
or products without using (e.g., search for flaws or weaknesses) [27]
destructive testing [29]
Military Utilization of multiple sensors + Automatic target recognition [28]
applications and sources for improved « Target tracking [2]
understanding of a « Threat identification [3]
battle-space environment - Situation assessment [9]
(30]

« Condition-Based Monitoring (CBM) of Complex Systems — The ability to instrument complex systems

such as aircraft mechanical systems using MEMS sensors provides the opportunity to create intelligent
health monitoring systems [19-21]. Such systems monitor the current health and state of a mechanical
system, identify precursors to failure conditions, classify and identify faults, and seek to predict time to
failure (under assumed operating demands). The motivation for CBM is driven by a combination of
concern for safety and for reduced maintenance costs. In military systems, for example, the total
ownership cost of a large-scale platform such as a ship, submarine, or airplane is driven by maintenance
costs. Over 40% of the life-cycle cost of such a system involves maintenance. Currently, maintenance is
performed using a time-based or use-based approach (viz., perform maintenance after so many hours
or miles of operation). Time- or use-based maintenance is unduly expensive since it is performed in
anticipation of potential failures. Perfectly good equipment may have preventive maintenance
performed on it. In addition to the cost of unnecessary maintenance, the very act of maintenance can
induce errors or problems, even when such maintenance is performed correctly. Thus, there is extensive
research related to application of fusion for determining the condition and time to failure for complex
mechanical systems [34-37].

Environmental Monitoring— Environmental monitoring is another potential application for multi-sensor
data fusion [32, 33]. The need to determine the condition of crops, water supplies, soil conditions, weather
conditions, and the potential for environmental contamination (due to natural or man-made disasters)
requires multiple types of sensors such as infrared, visible, temperature, humidity, and other types of
sensors. Data fusion provides the opportunity to improve knowledge and assessment of an area of interest
by combining these diverse types of data. Observing platforms may include satellites, airborne
reconnaissance, ground-based sensors, and human observers. Advances in environmental monitoring
include the use of hyper-spectral image sensors and unattended ground based sensors. Exciting research is
ongoing to utilize insects and plants as sensing devices. An example of a data fusion system for
environmental monitoring is shown in Figure 2.3.
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FIGURE 2.3 Data fusion system for NASA environmental data.

 Medical Applications — Medical applications of data fusion include medical diagnosis, intensive care
monitoring, and characterization of biological systems [22-24, 31]. Medical applications involve
fusion of image sensors (e.g., x-ray, MRI imaging, acoustic based imaging), as well as biological testing
and self-reports from the human subject being diagnosed. Research to date has focused primarily on
fusion of image data. However, early research in automated medical diagnosis contributed to the
development of technology for expert reasoning systems and resulted in famous expert systems such as

MYCIN ([38].

« Nondestructive evaluation (NDE) — An application related to condition monitoring of complex systems
is NDE. NDE seeks to determine the quality or state of a product, materials, or structures without
performing tests that would adversely affect the observed product or material [25-27, 29]. Sensors such
as x-ray imaging, acoustic imaging, visual inspection, and other techniques may be combined to
determine the state of the observed product or material. Gros?>*® describes the application of data

fusion for this area.

 Military applications— The majority of funding and research related to advancement of multi-sensor
data fusion concepts, algorithms, systems engineering guidelines, and systems have been provided in
support of Department of Defense (DoD) applications. Surveys of DoD related data fusion systems
have been performed by Hall et al. [30] and by Nichols [9]. Emerging military concepts of network
centric warfare, Joint Vision 2020 (http://www.dtic.mil/jointvision/) and related visions recognize
that the rapid evolution of smart sensors, wide-band communications, and increasingly capable
computers provide the opportunity for ubiquitous sensing and understanding of the environment or
situation. The DoD legacy from this extensive research and system prototyping includes process
models [39-42], taxonomies of algorithms [1, 14], a data fusion lexicon [43], engineering guidelines
for system design and development [15-17], software tools [44, 45], prototype systems [9] and test

beds (see Center) (http://www.rl.af.mil/programs/fic/Fusion_web_main.html).

2.4 Process Models for Data Fusion

Several views can be developed to represent the data fusion process. A functional model can illustrate the
primary functions, relevant databases, and interconnectivity to perform data fusion; an architectural model
can specify hardware and software components, associated data flows, and external interfaces; and a
mathematical model can describe algorithms and logical processes. This section provides an introduction to
several process models that have been described in the data fusion literature. These include (1) the Joint
Directors of Laboratories (JDL) data fusion process model [39, 40], (2) Dasarathy’s functional model [42],



2-8 Sensors, Nanoscience, Biomedical Engineering, and Instruments

(3) Boyd’s decision loop model [48], (4) Bedworth and O’Brien’s omnibus process model [41], and (5)
Fabian’s transformation of requirements for the information process (TRIP) model [46]. A brief description of
these models is provided in this section. Because of its extensive utilization in the DoD community, more
details are provided on the JDL process model.

JDL Data Fusion Process Model — The JDL process model was developed by members of the Joint Directors
of Laboratories Data Fusion Subcommittee to assist system developers and researchers in communicating
about data fusion algorithms, architectures, and implementation issues. Since its original creation in 1991 [39],
the model has been widely referenced in the data fusion literature, used as a baseline for government requests
for proposals and cited on web sites. Since its original presentation, the JDL data fusion model has undergone
a number of extensions and revisions (see Refs. [40, 51, 52]).

The top level of the JDL functional model is shown in Figure 2.4. The model includes a series of high-
level processes (labeled level 1 to level 5) that constitute the main functions required to fuse data and
information. A brief description of the inputs, outputs, and functions within the JDL model are shown in
Table 2.3. Note that the complete hierarchical model has two additional layers. For each function
(e.g., level one, level two, etc.), there have been defined a set of subfunctions and ultimately algorithms to
accomplish those functions. Details of these subfunctions and algorithms are described by Hall and
McMullen [1].

On the left side of Figure 2.4, the model shows input data received from multiple sensors and types of
sensors. Information such as environmental data, a priori data, and human guidance/inferences may also
be input to the illustrated fusion system. Major functions include preliminary filtering, collection
management, level 1 processing, level 2 processing, level 3 processing, a database management system, and
creation and maintenance of situation and support databases. External interfaces provide for a man-—
machine interface and continuous or offline evaluation of system performance. These functions are
summarized below.

Preliminary filtering of input data provides an automatic means of controlling the flow of data into a fusion
system. Typically, any fusion system can be computationally overwhelmed by data from multiple sensors.
The sensor data rates frequently exceed the computational ability of a fusion system. Thus, preliminary
filtering can be performed to sort data according to observation time, reported location, data or sensor type,
and identity or signature information. Filtering may also utilize environmental or sensor quality information
(e.g., signal-to-noise ratio, reported quality indicators, covariance error estimates, etc.). This information
provides a means to associate data into general categories and prioritize data for subsequent processing.

DATA FUSION DOMAIN

Source ] Level One Level Two Level Three
Pre-Processing Object Situation Threat

Refinement Refinement Refinement

i Level Human
Five
Sources| ¢ > ™ Computer
A RC?gnltlvet Interaction
efinemen
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Support Fusion
Database Database

Level Four

Process
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FIGURE 2.4 The Joint Directors of Laboratories (JDL) data fusion process model.
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TABLE 2.3 Summary of JDL Data Fusion Model Components

JDL Model Component Description Example Functions
Level 0 Processing: Preprocessing of data from sensors and - Signal processing and conditioning
Source preprocessing databases to correct biases, standardize « Image processing
inputs and extract key information « Platform corrections

« Bias corrections
« Unit conversions
» Feature extraction

Level 1 Processing: Combination of data and information « Data alignment
Object refinement to obtain estimates of an entity’s « Association and correlation
location, motion, attributes, « Position, kinematic and attribute
characteristics and identity estimation
- Identity estimation
Level 2 Processing: Interpretation of an evolving situation + Object aggregation
Situation refinement based on assessment of relationships - Event, activity detection and aggregation
among entities and their relationship « Context-based interpretation
to the environment + Multi-perspective reasoning
Level 3 Processing: Projection of the current situation into - Estimate consequences of current
Impact assessment the future to assess inferences about situation
alternative futures or hypotheses « Predict system evolution
concerning the current situation; - Identify possible threats, risks, failure
assessment of threats, risks, and impacts conditions
« Multi-perspective assessment
Level 4 Processing: Monitoring the ongoing data fusion + Predict sensor measurements
Process refinement process to optimize the utilization of - Compute measures of performance
and resource management sensors or information sources to - Optimization of resource utilization
achieve the most useful set of « Sensor and resource tasking
information
Level 5 Processing: Monitoring the ongoing interaction - Focus of attention management
Cognitive refinement between the data fusion system and a « Cognitive aids
human decision-maker; optimization of « Search engines
displays and focus of attention « Human—computer interaction control

Source: Adapted from D.L. Hall and J. Llinas, “An introduction to multisensor data fusion,” Proc. IEEE, vol. 85, no. 1, pp. 6-23,
1997.

Data from individual sensors or sources may be processed to correct biases, translate raw data into other
representations, and address individual characteristics of the sensors or sources.

Three levels of processing are shown in the center of Figure 2.4. Level 1 processing fuses data to establish the
position, velocity, and identity of low-level entities or activities. The term entity refers here to a target,
platform, emitter, or geographically (location) distinct object observed by multiple sensors. Level 1 processing
combines positional and identity data from multiple sensors to establish a database of identified entities, target
tracks, and uncorrelated raw data. Level 1 processing may be partitioned into four functions: (1) data
alignment, (2) association, (3) tracking, and (4) identification.

Data alignment functions transform data received from multiple sensors into a common spatial and
temporal reference frame. Specific alignment functions include coordinate transformation (e.g., from
topocentric noninertial coordinates to geocentric inertial coordinates), time transformations (e.g., mapping
from reported observation times to actual physical events), and unit conversions. Alignment may also require
significant computational efforts. For example, transforming from image coordinates for an infrared sensor to
an absolute direction in space may involve integral deconvolution transformations.

Data association and correlation address the problem of sorting or correlating observations from multiple
sensors into groups, with each group of representing data related to a single distinct entity. In a dense
tracking environment in which many targets of unknown identity are in close physical proximity, this
problem requires multiple strategies. Association and correlation thus compare observation pairs (i.e.,
observation N vs. observation N-1, N-2, etc.) and determine which observations “belong” together as being
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from the same entity, object, event, or activity. Association and correlation also seek to determine which, if
any, new observations belong to an observation or group of observations already contained in the fusion
database. Clearly, this problem scales as N?, where N is the current number of observations or tracks in the
database. The term association is generally used to describe the process of measuring the “closeness”
between observation pairs (or observations to tracks), while the term correlation is used to describe the
decision process of actually assigning observations to observations, observations to tracks, or tracks to
tracks.

Tracking refers to a process in which multiple observations of positional data are combined to determine an
estimate of the target/entities position and velocity. A common tracking problem involves direction finding, in
which multiple angular observations (e.g., lines of bearing) are combined to estimate the location of a
nonmoving target. Another common tracking problem involves the use of observations from radar to establish
the track of an aircraft. Tracking algorithms begin with an a priori estimate of an object’s location and velocity
(viz., either an initial estimate based on a minimum data set, or an a priori track established in the database)
and update the estimated position to the time of a new observation. The new observation is utilized to refine
the position estimate to account for the new data. Tracking algorithms are closely coupled to association
strategies, particularly in a dense tracking environment.

Identification completes the category of level 1 processing functions. Identification methods seek to
combine identity information, analogous to the estimation of position utilizing positional data. Identity
fusion combines data related to identity (i.e., either actual declarations of identity from sensors, or parametric
data that can be related to identity). Identity fusion techniques include cluster methods, adaptive neural
networks, templating methods, and Dempster—Shaffer and Bayesian inference methods.

Level 2 processing or situation assessment seeks a higher level of inference above level 1 processing. Thus,
for example, while level 1 processing results in an order of battle (e.g., location and identity of low level
entities such as emitters or platforms), level 2 processing aims to assess the meaning or patterns in the order
of battle data. To obtain an assessment of the situation, the data are assessed with respect to the environment,
relationships among entities, and patterns in time and space.

Level 3 processing (for military or intelligence fusion systems) performs threat assessment. The purpose of
threat assessment is to determine the meaning of the fused data from an adversarial view. Threat assessment
functions include determination of lethality of friendly and enemy forces, assessment of friendly (“blue force”)
and enemy (“red force”) compositions, estimate of danger, evaluation of indications and warnings of
impending events, targeting calculations, and weapon assessment calculations. Level 3 processing is an
inferential process to assess the enemy’s threat or future implication of the current situation.

In order to manage the ongoing data fusion process, a level 4 meta-process is often used. This is a process
that monitors the data collection and the fusion processing to optimize the collection and processing of data
to achieve accurate and useful inferences. The level 4 process is deliberately shown as being partly inside and
partly outside the data fusion process. The reason is that actions could be taken by the level 4 process
(e.g., use active sensors) that could impede an operational mission. Hence, level 4 processing must be
cognizant of mission needs and constraints. Within level 4 processing, the collections management function
manages or controls the data collection assets (sensors) available to a fusion system. Specific functions involve
determining the availability of sensors, tasking sensors to perform collections, prioritization of tasking, and
monitoring sensor health/status in a feedback loop. Sensor tasking, in particular, requires predicting the future
location of dynamic objects to be observed, computing the pointing angles for a sensor (viz., from the
predicted position of an object and location of the sensor it computes the directions, ranges, etc., required for
a sensor to point to a target), computing the controls for sensor pointing scheduling the sensor’s observations,
and optimizing the use of sensor resources (e.g., power requirements or movement from one target to
another). For a large sensor network, the collection management function can be extremely challenging.
Ideally, the collection management function should work in concert with other data fusion functions to
optimize the rate and accuracy of inferences output from the fusion system.

Finally, a fifth level of processing was proposed by Hall et al. [51] to recognize the importance of
addressing human in the loop decision processes. Level 5 processing involves functions such as human-—
computer interaction, cognitive aides to reduce human biases, adaptation of information needs and system
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control to individual user preferences and constraints, automated interpretation of data using multiple
human sensory mechanisms, and tools such as search engines. The purpose of the level 5 processing is to
help adapt the fusion system to the human-in-the-loop decision maker and to improve the effectiveness of
the fusion system for supporting a human operation such as crisis management or situation assessment.

Functions in a fusion system include database management, man—machine interface, and evaluation
functions. These functions may actually comprise a major portion of a fusion system.

Dasarathy’s Functional Model — Dasarathy [42] defined a categorization of data fusion functions based on
types of data, the information to be processed, and the types of information that result from the fusion
process. The input is partitioned among data (e.g., signals and images), features (feature vectors), or objects
(decision-level reports related to objects or identity declarations). The output data are partitioned in the same
way as data, features, or object information. Dasarathy describes processes for each of the nine combinations
of input/output characteristics (e.g., data input/data output, data input/features output, features input/object
information output, etc.). For each of these categories, Dasarathy’s model identifies types of algorithms which
are suitable for processing. Steinberg and Bowman [47] have developed an expanded view of this model and
have linked Dasarathy’s view to the JDL model levels.

Boyd’s Decision Loop Model — Col. John Boyd [48, 49] articulated the concept of an Observe, Orient, Decide,
and Act (OODA) loop for effective tactical command and control in a military situation. This common sense
but effective method for addressing dynamic decision-making situations has been applied to a variety of
domains including driver’s education, library science, and crisis management. The process entails systematic
mindfulness of four key steps:

+ Observe — Gather information via human senses, sensing devices, and other information sources

» Orient — Perform a situation assessment to understand the observed data and information

 Decide — Consider the likelihood of alternate hypotheses and their consequences and select the
best alternative

* Act — Perform the indicated actions including possible collection of additional data

Development of tools and techniques to automate or support these steps is one way to view information
fusion processing.

Bedworth and O’Brien’s Omnibus Model — Bedworth and O’Brien [41] reviewed a number of different data
fusion models and synthesized an omnibus model. The model is similar to Boyd’s decision loop model but
incorporates or maps levels of the JDL model to the decision loop as well as linking aspects of the systems
engineering waterfall model and general components of the intelligence (disseminate, evaluate, collate, and
collect) cycle. The Omnibus model associates key fusion functions to the OODA loop functions. For example,
pattern matching and feature extraction are linked to the orient OODA step. Similarly, signal processing and
sensing are linked to the observe OODA step.

Transformation of Requirements to Information Processing (TRIP) Model — A team led by William Fabien
[50], under contract to the Defense Advanced Research Projects Agency (DARPA), developed a model called
the TRIP model. This model seeks to define the transformation of information needs by a tactical commander
to the specific tasking of sensors and information sources. Kessler and Fabien [50] suggest that the model has
four basic purposes:

« To describe the process for formulating collection tasks based on information needs or requirements

+ To understand the interaction and relationships between collection management and the situation
estimation process

+ To understand how the human-in-the-loop decision maker interacts with the ongoing collection
management process and the situation assessment/fusion process

« To understand how internal and external drivers affect the intelligence, surveillance, and reconnaissance
(ISR) process

The TRIP model is quite detailed and has been used to develop a hierarchy of functions, processes, and
the inputs and outputs. The TRIP model is focused primarily on tactical military applications, but could be
useful for other applications due to its level of detail.
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It is only fair in this introduction to data fusion to identify some limitations of data fusion systems. Hall and
Steinberg [105] have discussed these limitations and identified a number of issues or “dirty secrets” in data
fusion systems. These are summarized below. A summary of the state of the art in data fusion, based on the
JDL model, is provided in Table 2.4.

TABLE 2.4 Summary of the State of the Art in Data Fusion

JDL Process

Current Practices

Limitations and Challenges

Level 1: Object
refinement

Level 2: Situation
refinement

Level 3: Threat
refinement

Level 4: Process
refinement

Human—computer
interface (HCI)

« Sensor preprocessing using standard signal
and image processing methods

- Explicit separation of correlation and
estimation problem

+ Multiple target tracking using multiple
hypothesis tracking (MHT).

« Use of ad hoc maneuver models

+ Object identification dominated by feature
based methods

« Pattern recognition using neural networks

+ Emerging guidelines for selection of

correlation algorithms

Numerous prototype systems

Dominance of rule-based knowledge-based

systems (KBS)

Variations include blackboard systems, logical

templating, and case-based reasoning

+ Emerging use of fuzzy-logic and
agent-based systems

- Same as Level 2 processing
Limited advisory status
+ Limited deployment experience
Dominated by ad hoc methods
« Doctrine-specific, fragile implementations
Very limited ability to predict the evolution
of phenomena (e.g., failure phenomena)
+ Emerging use of hybrid reasoning involving
implicit and explicit information
Robust methods for single-sensor systems
« Formulations based on operations research
Limited context-based reasoning
« Focus on measures of performance (MOP) versus
measures of effectiveness (MOE)
- Emerging use of auction-based methods from
e-commerce applications
- Emerging use of agents as proxies for
bidding for resources
+ HCI dominated by the technology of the week
« Focus on ergonomic versus cognitive-based design
+ Numerous graphics-based displays and systems
« Advanced, 3D full immersion HCI available
and haptic interfaces
- Initial experiments with multi-modal
sensory interactions
- Initial experiments with agent-based
cognitive aids

« Dense target environments

« Rapidly maneuvering targets

+ Complex signal propagation

« Co-dependent sensor observations

« Background clutter

+ Context-based reasoning

« Integration of identity and kinematic data

+ Lack of available training data (for target
identification)

+ No true fusion of image and non-image
data (at the data level)

« Limited operational systems

« No experience in scaling up prototypes to
operational systems

+ Very limited cognitive models

« Perfunctory test and evaluation against
toy problems

+ No proven technique for knowledge
engineering

« Same as Level 2

- Difficulty to quantify intent

+ Models require established enemy doctrine

« Difficult to model rapidly evolving situations

« Difficult to incorporate mission constraints

« Scaling problem when many sensors
(10Y) and adaptive systems

- Difficult to optimally use
noncommensurate sensors

« Very difficult to link human information
needs to sensor control

« Very little research has been performed
to understand how human analysts
process data and make accurate inferences
« Creative HCI is needed to adapt to
individual users and to provide mitigation
of known cognitive biases and illusions
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* There is no substitute for a good sensor: No amount of data fusion can substitute for a single accurate
sensor that measures the phenomena that you want to observe. While a combination of sensors may
provide robust system operation, these sensors will not necessarily observe the feature of interest. For
example, in a mechanical system, conditions such as operating speed, vibration levels, and lubrication
pressure may provide valuable information about a system’s operation. However, these do not provide
direct evidence of the system operating temperature. In this example, the introduction of an
appropriate sensor such as a thermometer of a thermo-couple would obtain the desired information
about the state of the system.

» Downstream processing cannot make up for errors (or failures) in upstream processing: Data fusion
processing cannot correct for errors in processing (or lack of preprocessing) of individual sensor
processing. For example, failure to identify and extract the correct features from a signal cannot be
corrected by a sophisticated pattern recognition scheme. Hence, attention must be paid to every step in
the data fusion processing flow.

« Sensor fusion can result in poor performance if incorrect information about sensor performance is used:
A common problem in data fusion is to characterize the sensor performance in an ad hoc or convenient
(but incorrect) way. Failure to accurately model sensor performance will result in a corruption of the
fused results, because the sensor weights (or effects of the data from individual sensors) will be
incorrect. This is especially difficult for sensors in complex observing environments (e.g., involving a
difficult signal transmission media, complex interference environment, etc.).

o There is no such thing as a magic or golden data fusion algorithm: Despite claims to the contrary, there is
no perfect algorithm that is optimal under all conditions. Real applications may not meet the
underlying assumptions required by data fusion algorithms. (e.g., available prior probabilities or
statistically independent sources). Thus, algorithm selection requires knowledge about the
characteristics of the observing environment, sensor performance, the processing environment, and
the fundamental information requirements of the candidate algorithms.

o There will never be enough training data: In general, there will never be sufficient training data for
pattern recognition algorithms applications such as automatic target recognition. Hence, hybrid
methods must be used (e.g., model-based methods, syntactical representations, or combinations of
methods).

« It is difficult to quantify the value of a data fusion system: A challenge in data fusion systems is to quantify
the utility of the system at a mission level. While measures of performance can be obtained for sensors
or processing algorithms, measures of mission effectiveness are difficult to define. How does the
application of data fusion algorithms assist in discovering how well a system (e.g., machine, factory,
weapon system) will perform in an operational environment?

« Fusion is not a static process: Finally, the data fusion process in not static, but rather an iterative dynamic
process that seeks to continually refine the estimates about an observed situation or threat
environment. The level 4 process seeks to optimize the ongoing fusion process.

These factors should be kept in mind in studying and applying methods in data fusion.

2.6 Summary

The advent of smart micro- and nano-scale sensors, wideband communications, and rapidly evolving
microprocessors enable the creation of multi-sensor data fusion systems for use in a wide variety of applications
such as monitoring complex systems, environmental monitoring, medical diagnosis, or military applications.
Limitations of observation capability and communications are giving away to the limitations of the ability to
ingest or fuse the heterogeneous data. This chapter provided a brief introduction to the concepts of data fusion.
Development of information fusion systems for increased understanding of the observed environment or
situation involves understanding and utilization of a diverse set of algorithms and techniques. These range from
signal and image processing to pattern recognition, statistical estimation, optimization techniques, and
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automated reasoning. The enormous legacy provided by DoD developments has laid the groundwork for a new
generation of intelligent sensing and fusion systems.
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3.1 Introduction

When a magnetic field H is applied to a magnetic medium (crystal), a change in the magnetization M within
the medium will occur as described by the constitution relation of the Maxwell equations M = ¥ - H where ¥
is the magnetic susceptibility tensor of the medium. The change in magnetization can in turn induce a
perturbation in the complex optical permittivity tensor e. This phenomenon is called the magneto-optic
effect. Mathematically, the magneto-optic effect can be described by expanding the permittivity tensor as a
series in increasing powers of the magnetization (Torfeh et al., 1977) as follows:

>

& = gole;] (3.1)

where

&i(M) = &0 + jheipMy + fijuMiM,

Here, j is the imaginary number. M;, M,, and Mj; are the magnetization components along the principal
crystal axes X, Y, and Z, respectively. ¢, is the permittivity of free space. ¢, is the relative permittivity of the
medium in the paramagnetic state (i.e., M = 0), f; is the first-order magneto-optic scalar factor, f;; is the
second-order magneto-optic tensor factor, J; is the Kronecker delta, and e is the antisymmetric alternate
index of the third order. Here we have used Einstein notation of repeated indices and have assumed that the
medium is quasi-transparent so that ¢ is a Hermitian tensor. Moreover, we have also invoked the Onsager
relation in thermo-dynamical statistics, i.e., £;j(M) = &;;(—M). The consequences of Hermiticity and Onsager
relation are that the real part of the permittivity tensor is an even function of M whereas the imaginary part is
an odd function of M. For a cubic crystal, such as yttrium—iron—garnet (YIG), the tensor fj;; reduces to only
three independent terms. In terms of Voigt notation, they are fi1, f1», and fy,. In a principal coordinate system,
the tensor can be expressed as

it = 112001 + faa(0i10j + 0ik0y5) + Af 01400 (3.2)

where Af = fi1 — fiy — 2fu.
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In the principal crystal axes [100] coordinate system, the magneto-optic permittivity reduces to the
following forms:

€11 & &3
- _ *
& =28 12 €xn &3

* *
€13 &3 &33
where * denotes complex conjugate operation. The elements are given by

paramagnetic state

& 0 0
T = &l 0 & O
0 0 g

Faraday rotation

0 +ihMs  —jfiM,
+ &o| —ifiMs 0 +ifiM;
+HhM,  —jfiM; 0

Cotton—Mouton effect

fuMi + fi,M; + fi,M3 21 Mi M, 2f4aM M;
+ & 24 M M, f12M% +f11M% +f12M§ 2f4aM,M; (3.3)
2f4aM M; 2f1aM,M; fiMi + fi,M5 + fi, M3

In order to keep the discussion simple, analytic complexities due to optical absorption of the magnetic
medium have been ignored. Such absorption can give rise to magnetic circular dichroism (MCD) and
magnetic linear dichroism (MLD). Interested readers can refer to Hellwege (1978) and Arecchi and Schulz-
DuBois (1972) for more in-depth discussions on MCD and MLD.

3.2 Classification of Magneto-optic Effects

Faraday Rotation or Magnetic Circular Birefringence

The classic Faraday rotation takes place in a cubic or isotropic transparent medium where the propagation
direction of transmitted light is parallel to the direction of applied magnetization within the medium. For
example, if the direction of magnetization and the propagation of light is taken as Z, the permittivity tensor
becomes (assuming second-order effect is insignificantly small):

- &y ]f1M3 0
e =¢o| —ifiM; & 0 (3.9)
0 0 &
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The two eigenmodes of light propagation through the magneto-optic medium can be expressed as a right
circular polarized (RCP) light wave:

1

- 2

B =\ exp[ j(a)t il Z)] (3.52)
0 o

and a left circular polarized (LCP) light wave:

- 1 27n

Ex2)=1|— exp[j(wt - - Z)] (3.5b)
0 Ao

where n.> = ¢ * fiMs; ® and J, are the angular frequency and the wavelength of the incident light,
respectively. ny and n_ are the refractive indices of the RCP and LCP modes, respectively. These modes
correspond to two counterrotating circularly polarized light waves. The superposition of these two waves
produces a linearly polarized wave. The plane of polarization of the resultant wave rotates as one circular wave
overtakes the other. The rate of rotation is given by
Op = M rad/m
JorJEr

1.8{M
_ L8hM, degree/cm

T

Or is known as the Faraday rotation (FR) coefficient. When the direction of the magnetization is reversed, the
angle of rotation changes its sign. Since two counterrotating circular polarized optical waves are used to
explain FR, the effect is thus also known as optical magnetic circular birefringence (MCB). Furthermore, since

(3.6)

the senses of polarization rotation of forward traveling and backward traveling light waves are opposite, FR is
a nonreciprocal optical effect. Optical devices such as optical isolators and optical circulators use the Faraday
effect to achieve their nonreciprocal functions. For ferromagnetic and ferrimagnetic media, the FR is charac-
terized under a magnetically saturated condition, i.e., M5 = Mj, the saturation magnetization of the medium.
For paramagnetic or diamagnetic materials, the magnetization is proportional to the external applied magnetic
field Hy. Therefore, the FR is proportional to the external field or 0y = VH, where V = yofin/(A9./é;)
is called the Verdet constant and y is the magnetic susceptibility of free space.

Cotton-Mouton Effect or Magnetic Linear Birefringence

When transmitted light is propagating perpendicular to the magnetization direction, the first-order isotropic
FR effect will vanish and the second-order anisotropic Cotton—Mouton (CM) effect will dominate. For
example, if the direction of magnetization is along the Z axis and the light wave is propagating along the
X axis, the permittivity tensor becomes

& + fiuM3 0 0
& =& 0 o +f12M§ 0 (37)
0 0 & + fuMs

The eigenmodes are two linearly polarized light waves polarized along and perpendicular to the magnetization
direction:

0

~ 2
EH(x) = (1) exp[j(a)t - TZn||x)] (3.8a)
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0

. . 2n
Ex)=1]1 exp[]((ut - —an)] (3.8b)
0 )\40

with n|2| =¢ +f;M? and n) = ¢, + fi,M3; ny and n, are the refractive indices of the parallel and
perpendicular linearly polarized modes, respectively. The difference in phase velocities between these two
waves gives rise to a magnetic linear birefringence (MLB) of light which is also known as the CM or Voigt
effect. In this case, the light transmitted through the crystal has elliptic polarization. The degree of ellipticity
depends on the difference n) — n, . The phase shift or retardation can be found by the following expression:

l// —_ n(fll _fIZ)M:‘%
cm T }LO\/E;
or (3.9)

rad/m

1.8(fi — fi)M3
s degree/cm

Since the sense of this phase shift is unchanged when the direction of light propagation is reversed, the CM
effect is a reciprocal effect.

Kerr Effects

Kerr effects occur when a light beam is reflected from a magneto-optic medium. There are three distinct types
of Kerr effects, namely, polar, longitudinal (or meridional), and transverse (or equatorial). Figure 3.1 shows the
configurations of these Kerr effects. A reflectivity tensor relation between the incident light and the reflected
light can be used to describe the phenomena as follows:

E o r E;
[ rl ] — [ 11 12 ][ il ] (310)
Ey o o L E)
where r;; is the reflectance matrix. E;; and E;| are, respectively, the perpendicular (TE) and parallel (TM)
electric field components of the incident light waves (with respect to the plane of incidence). E,, and E, are,
respectively, the perpendicular and parallel electric field components of the reflected light waves.

The diagonal elements r;; and r,, can be calculated by Fresnel reflection coefficients and Snell’s law.
The off-diagonal elements 7, and r,; can be derived from the magneto-optic permittivity tensor,

-~--5 REFLECTED x----r----
BEAM

SRR DR INCIDENT ===~
BEAM

e — 4

=

O

O

@ (b) (©

FIGURE 3.1 Kerr magneto-optic effect. The magnetization vector is represented by M while the plane of incidence is
shown dotted: (a) polar; (b) longitudinal; (c) transverse. (Source: A.V. Sokolov, Optical Properties of Metals, London:
Blackie, 1967. With permission.)
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the applied magnetization and Maxwell equations with the use of appropriate boundary conditions
(Arecchi and Schulz-DuBois, 1972). It is important to note that all the elements of the reflectance matrix r;;
are dependent on the angle of incidence between the incident light and the magneto-optic film surface.

Polar Kerr Effect

The polar Kerr effect takes place when the magnetization is perpendicular to the plane of the material. A pair
of orthogonal linearly polarized reflected light modes will be induced and the total reflected light becomes
elliptically polarized. The orientation of the major axis of the elliptic polarization of the reflected light is the
same for both TE (E;, ) or TM (Ej)) linearly polarized incident lights since ri, = 75;.

Longitudinal or Meridional Kerr Effect

The longitudinal Kerr effect takes place when the magnetization is in the plane of the material and parallel to
the plane of incidence. Again, an elliptically polarized reflected light beam will be induced, but the orientation
of the major axis of the elliptic polarization of the reflected light is opposite to each other for TE (E;, ) and TM
(Ej) linearly polarized incident lights since r, = —15;.

Transverse or Equatorial Kerr Effect

This effect is also known as the equatorial Kerr effect. The magnetization in this case is in the plane of the
material and perpendicular to the plane of incidence. The reflected light does not undergo a change in its
polarization since ri, = r>; = 0. However, the intensity of the TM (E,)) reflected light will be changed if the
direction of the magnetic field is suddenly reversed. For TE (E, ) reflected light, this modulation effect is at
least two orders of magnitude smaller and is usually ignored.

3.3 Applications of Magneto-optic Effects

Optical Isolator and Circulator

In fiber-optic-based communication systems with gigahertz bandwidth or coherent detection, it is often
essential to eliminate back reflections from the fiber ends and other surfaces or discontinuities because they
can cause amplitude fluctuations, frequency instabilities, limitation on modulation bandwidth, noise or even
damage to the lasers. An optical isolator permits the forward transmission of light while simultaneously
preventing reverse transmission with a high degree of extinction. The schematic configuration of
a conventional optical isolator utilizing bulk rotator and permanent magnet (Johnson, 1966) is shown in
Figure 3.2. It consists of a 45° polarization rotator which is nonreciprocal so that back-reflected light is
rotated by exactly 90° and can therefore be excluded from the laser. The nonreciprocity is furnished by the
Faraday effect. The basic operation principle is as follows: A Faraday isolator consists of rotator material
immersed in a longitudinal magnetic field between two polarizers. Light emitted by the laser passes through

Polarizer Faraday Analyzer
Incident Rotator - 45, { Output
Reflected
Light

Forward Beam

Backward Beam S f

FIGURE 3.2 Schematic of an optical isolator. The polarization directions of forward and backward beams are shown
below the schematic.
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TABLE 3.1 Characteristics of YIG and BIG Faraday Rotators

YIG BIG

Verdet constant (min/cm-Gauss)

1300 nm 10.5% —806

1550 nm 9.2 —600
Saturated magneto-optic rotation (degree/mm)

1300 nm 20.6 —136.4

1550 nm 18.5 —93.8
Thickness for 45° rotation (mm)

1300 nm 2.14 0.33

1550 nm 2.43 0.48
Typical insertion loss (dB) >0.4 <0.1
Typical reverse isolation (dB) 30-35 40
Required magnetic field (Gauss) >1600 120
Magnetically tunable No Yes”

? Variable.

® Some BIG not tunable.
Source: D.K. Wilson, “Optical isolators adapt to communication needs,” Laser Focus World, p. 175,
April 1991. ©PennWell Publishing Company. With permission.

the second polarizer being oriented at 45° relative to the transmission axis of the first polarizer.
Any subsequently reflected light is then returned through the second polarizer, rotated by another 45° before
being extinguished by the first polarizer—thus optical isolation is achieved.

The major characteristics of an optical isolator include isolation level, insertion loss, temperature
dependence, and size of the device. These characteristics are mainly determined by the material used in
the rotator. Rotating materials generally fall into three categories: the paramagnetics (such as terbium-
doped borosilicate glass), the diamagnetic (such as zinc selenide), and the ferromagnetic (such as rare-
earth garnets). The first two kinds have small Verdet constants and mostly work in the visible or shorter
optical wavelength range. Isolators for use with the InGaAsP semiconductor diode lasers (4, = 1100 to
1600 nm), which serve as the essential light source in optical communication, utilize the third kind,
especially the YIG crystal. A newly available ferromagnetic crystal, epitaxially grown bismuth—substituted
yttrium—iron—garnet (BIG), has an order-of-magnitude stronger Faraday rotation than pure YIG, and its
magnetic saturation occurs at a smaller field (Matsuda et al., 1987). The typical parameters with YIG
and BIG are shown in Table 3.1. As the major user of optical isolators, fiber optic communication
systems require different input-output packaging for the isolators. Table 3.2 lists the characteristics of the
isolators according to specific applications (Wilson, 1991).

For the purpose of integrating the optical isolator component into the same substrate with the
semiconductor laser to facilitate monolithic fabrication, integrated waveguide optical isolators become one of
the most exciting areas for research and development. In a waveguide isolator, the rotation of the polarization
is accomplished in a planar or channel waveguide. The waveguide is usually made of a magneto-optic thin
film, such as YIG or BIG film, liquid phase epitaxially grown on a substrate, typically gadolinium—gallium—
garnet (GGG) crystals. Among the many approaches in achieving the polarization rotation, such as the 45°
rotation type or the unidirectional TE-TM mode converter type, the common point is the conversion or
coupling process between the TE and TM modes of the waveguide. Although very good results have been
obtained in some specific characteristics, for example, 60-dB isolation (Wolfe et al., 1990), the waveguide
optical isolator is still very much in the research and development stage.

Usually, the precise wavelength of any given semiconductor diode is uncertain. Deviation from a specified
wavelength could degrade isolator performance by 1 dB/nm, and an uncertainty of 10 nm can reduce isolation
by 10 dB. Therefore, a tunable optical isolator is highly desirable. A typical approach is to simply place two
isolators, tuned to different wavelengths, in tandem to provide a broadband response. Curves C and D of
Figure 3.3 show that isolation and bandwidth are a function of the proximity of the wavelength peak positions.
This combination of nontunable isolators has sufficiently wide spectral bandwidth to accommodate normal
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TABLE 3.2 Applications of Optical Isolators

Application Type Wavelength Isolation (dB) Insertion Return

Tunable Loss (dB) Loss (dB)
Fiber to fiber PI Yes/no 30-40 1.0-2.0 >60
Fiber to fiber PS Normally no 33-42 1.0-2.0 >60
Single fiber PS No 38-42 Complex Complex
Bulk optics PS No 38-42 0.1-0.2

PI = polarization insensitive.

PS = polarization sensitive.

Source: D.K. Wilson, “Optical isolators adapt to communication needs,” Laser Focus World,
p. 175, April 1991. With permission.
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FIGURE 3.3 Isolation performance of four isolators centered around 1550 nm shows the effects of different configura-
tions. A single-stage isolator (curve A) reaches about —40 dB isolation, and two cascaded single-wavelength isolators (curve
B) hit —80 dB. Wavelength broadening (curves C and D) can be tailored by cascading isolators tuned to different
wavelengths. (Source: D.K. Wilson, “Optical isolators adapt to communication needs,” Laser Focus World, April 1991.
With permission.)

wavelength variations found in typical diode lasers. In addition, because the laser wavelength depends on its
operating temperature, this broadened spectral bandwidth widens the operating temperature range without
decreasing isolation.

The factors that limit isolation are found in both the polarizers and the Faraday rotator materials. Intrinsic
strain, inclusions, and surface reflections contribute to a reduction in the purity of polarization which affects
isolation. About 40 dB is the average isolation for today’s materials in a single-isolator stage. If two isolators
are cascaded in tandem, it is possible to double the isolation value.

Finally, an optical circulator (Fletcher and Weisman, 1965) can be designed by replacing the polarizers in a
conventional isolator configuration with a pair of calcite polarizing prisms. A laser beam is directed through a
calcite prism, then through a Faraday rotator material which rotates the polarization plane by 45°, then
through a second calcite prism set to pass polarization at 45°. Any reflection beyond this second calcite prism
returns through the second prism, is rotated by another 45° through the Faraday material, and, because its
polarization is now 90° from the incident beam, is deflected by the first calcite prism. The four ports of the
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circulator then are found as follows: (1) the incident beam, (2) the exit beam, (3) the deflected beam from the
first calcite prism, and (4) the deflected beam from the second calcite prism.

MSW-Based Guided-Wave Magneto-optic Bragg Cell

When a ferrimagnet is placed in a sufficiently large externally applied dc magnetic field, Hy, the ferrimagnetic
materials become magnetically saturated to produce a saturation magnetization 4nMs. Under this condition,
each individual magnetic dipole will precess in resonance with frequency f.s = y Hy where y is the
gyromagnetic ratio (y = 2.8 MHz/Oe). However, due to the dipole—dipole coupling and quantum mechanical
exchange coupling, the collective interactions among neighboring magnetic dipole moments produce
a continuum spectrum of precession modes or spin waves at frequency bands near f,.,. Exchange-free spin
wave spectra obtained under the magnetostatic approximation are known as magnetostatic waves (MSWs)
(Ishak, 1988). In essence, MSWs are relatively slow propagating, dispersive, magnetically dominated
electromagnetic (EM) waves which exist in biased ferrites at microwave frequencies (2 to 20 GHz). In a
ferrimagnetic film with a finite thickness, such as a YIG thin film epitaxially grown on a nonmagnetic substrate
such as GGG, MSW modes are classified into three types: magnetostatic surface wave (MSSW), magnetostatic
forward volume wave (MSFVW), and magnetostatic backward volume wave (MSBVW), depending on the
orientation of the dc magnetic field with respect to the film plane and the propagation direction of the MSW.
At a constant dc magnetic field, each type of mode only exists in a certain frequency band. An important
feature of MSW is that these frequency bands can be simply tuned by changing the dc magnetic field.

As a result of the Faraday rotation effect and Cotton—-Mouton effect, the magnetization associated with
MSWs will induce a perturbation in the dielectric tensor. When MSW propagates in the YIG film, it induces a
moving optical grating which facilitates the diffraction of an incident guided light beam. If the so-called Bragg
condition is satisfied between the incident guided light and the MSW-induced optical grating, Bragg
diffraction takes place. An optical device built based on this principle is called the magneto-optic Bragg cell
(Tsai and Young, 1990).

A typical MSFVW-based noncollinear coplanar guided-wave magneto-optic Bragg cell is schematically
shown in Figure 3.4. Here a homogeneous dc bias magnetic field is applied along the Z axis to excite
a Y-propagating MSFVW generated by a microstrip line transducer. With a guided lightwave coupled into the
YIG waveguide and propagating along the X axis, a portion of the lightwave is Bragg-diffracted and mode-
converted (TE to TM mode and vice versa). The Bragg-diffracted light is scanned in the waveguide plane as

DC Magnetic
ILr]c;ﬂent Field Undiftracted
i ndiffracte
(Tp Mode) | /4' 4 Ho Light

(T%Ao Mode)

X 7
Polarizer MSFVW —— Diffracted
——e L{%h(
/7 —— — (o tode)
Laser y IR Camera
Diode
At1.317um
z Analyzer
N~ O [ ]
v
Microwave  Amp. Directional Sampling Video
Sweep Coupler Oscilloscope Display
Generator

FIGURE 3.4 Experimental arrangement for scanning of guided-light beam in YIG-GGG waveguide using magnetostatic
forward waves.
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FIGURE 3.5 Deflected light spots obtained by varying the carrier frequency of MSFVW around 6 GHz.

the frequency of the MSFVW is tuned. Figure 3.5 shows the scanned light spots by tuning the frequency at a
constant dc magnetic field.

MSW-based guided-wave magneto-optic Bragg cell is analogous to surface acoustic wave (SAW)-based
guided-wave acousto-optic (AO) Bragg cell and has the potential to significantly enhance a wide variety of
integrated optical applications which had previously been implemented with SAW. These include TE-TM
mode converter, spectrum analyzer, convolvers/correlators, optical frequency shifters, tunable narrowband
optical filters, and optical beam scanners/switches (Young, 1989). In comparison to their AO counterparts, the
MSW-based magneto-optic Bragg cell modules may possess the following unique advantages: (1) A much
larger range of tunable carrier frequencies (2 to 20 GHz, for example) may be readily obtained by varying a dc
magnetic field. Such high and tunable carrier frequencies with the magneto-optic device modules allow direct
processing at the carrier frequency of wide-band RF signals rather than indirect processing via frequency
down-conversion, as is required with the AO device modules. (2) A large magneto-optic bandwidth may be
realized by means of a simpler transducer geometry. (3) Much higher and electronically tunable modulation/
switching and scanning speeds are possible as the velocity of propagation for the MSW is higher than that of
SAW by one to two orders of magnitude, depending upon the dc magnetic field and the carrier frequency.

Magneto-optic Recording

The write/erase mechanism of the magneto-optical (MO) recording system is based on a thermomagnetic
process in a perpendicularly magnetized magneto-optic film. A high-power pulsed laser is focused to heat up a
small area on the magneto-optic medium. The coercive force of the MO layer at room temperature is much
greater than that of a conventional non-MO magnetic recording medium. However, this coercive force is
greatly reduced when the heated spot is raised to a critical temperature. Application of a bias magnetic field
can then easily reverse the polarization direction of the MO layer within the heated spot. As a result, a very
small magnetic domain with magnetization opposite to that of the surrounding area is generated. This
opposite magnetic domain will persist when the temperature of the medium is lowered. The magnetization-
reversed spot represents one bit of stored data. To erase data, the same thermal process can be applied while
reversing the direction of the bias magnetic field.

To read the stored information optically, the Kerr effect is used to detect the presence of these very small
magnetic domains within the MO layer. When a low-power polarized laser beam is reflected by the perpen-
dicularly oriented MO medium, the polarization angle is twisted through a small angle 0,, the Kerr rotation.
Furthermore, the direction of this twist is either clockwise or counterclockwise, depending on the orientation
of the perpendicular magnetic moment, which is either upward or downward. Therefore, as the read beam
scans across an oppositely magnetized domain from the surrounding medium, there is a total change of 20 in
the polarization directions from the reflected beam coming from the two distinct regions. Reading is done by
detecting this phase difference.

The MO recording medium is one of the most important elements in a high-performance MO data-storage
system. In order to achieve fast writing and erasing functions, a large Kerr rotation is required to produce an
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acceptable carrier-to-noise (C/N) ratio. In general, a high-speed MO layer has a read signal with a poor C/N
ratio, while a good read-performance MO layer is slow in write/erase sensitivity.

Defining Terms

Cotton—Mouton effect: Second-order anisotropic reciprocal magneto-optic effect which causes a linearly
polarized incident light to transmit through as an elliptically polarized output light wave when the
propagation direction of the incident light is perpendicular to the direction of the applied
magnetization of the magneto-optic medium. It is also known as magnetic linear birefringence (MLB).

Faraday rotation: First-order isotropic nonreciprocal magneto-optic effect which causes the polarization
direction of a linearly polarized transmitted light to rotate when the propagation direction of the
incident light wave is parallel to the direction of the applied magnetization of the magneto-optic
medium. It is also known as magnetic circular birefringence (MCB).

Kerr effects: Reflected light from a magneto-optic medium can be described by the optical Kerr effects.
There are three types of Kerr effects: polar, longitudinal, and transverse, depending on the directions of
the magnetization with respect to the plane of incidence and the reflecting film surface.

Magneto-optic Bragg cell: A magnetically tunable microwave signal processing device which uses optical
Bragg diffraction of light from a moving magneto-optic grating generated by the propagation of
magnetostatic waves within the magnetic medium.

Magneto-optic recording system: A read/write data recording system based on a thermomagnetic
process to write oppositely magnetized domains onto a magneto-optic medium by means of high-
power laser heating. Magneto-optic Kerr effect is then employed to read the data by using a low-power
laser as a probe beam to sense the presence of these domains.

Optical circulator: A four-port optical device that can be used to monitor or sample incident light (input
port) as well as reflected light (output port) with the two other unidirectional coupling ports.

Optical isolator: A unidirectional optical device which only permits the transmission of light in the
forward direction. Any reflected light from the output port is blocked by the device from returning to
the input port with a very high extinction ratio.
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For in-depth discussion on magnetic bubble devices, please see, for example, Magnetic-Bubble Memory
Technology by Hsu Chang, published by Marcel Dekker, 1978.
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M. Meyyappan

Introduction

Carbon nanotubes (CNTs) were discovered in 1991 [1] by Sumio Iijima of the NEC Corporation. Since then,
research activities exploring their structure, properties, and applications have exploded across the world. Carbon

nanotubes exhibit unique electronic properties and extraordinary mechanical properties, and, hence, have
received attention in nano-electronics, sensors, actuators, field emission devices, high strength composites and a
host of other applications. A detailed discussion on properties, growth, characterization, and application

development can be found in a recent textbook [2]. Here, a brief overview of these subject matters is presented.

4-1
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Structure and Properties

Configurationally, a carbon nanotube can be thought of as a two-dimensional graphene sheet rolled up in the
form of a tube. A single-walled carbon nanotube (SWNT) is a tubular shell made of hexagonal rings (in a
sheet) of carbon atoms, with the ends of the shells capped by dome-like half-fullerene molecules. The SWNTs
are classified using a nomenclature (1, m) where n and m are integer indices of two graphene unit lattice
vectors corresponding to the chiral vector of a nanotube (see Figure 4.1) [3]. A multiwalled carbon nanotube
(MWNT) is configurationally a stack of graphene sheets rolled up into concentric cylinders with the ends
either closed with half-fullerenes or left open. Figure 4.2 shows transmission electron microscopy (TEM)
images of a SWNT and a MWNT. The individual SWNTs in Figure 4.2a is about 1 nm in diameter. The
MWNT has a central core with several walls with a spacing close to 0.34 nm between two successive walls
(Figure 4.2b).

A SWNT can be either metallic or semiconducting depending on its chirality, i.e., the values of n and m.
When (1 —m)/3 is an integer, the nanotube is metallic; otherwise, it is semiconducting. The diameter of the
nanotube is given by d = (a,/7) (n* + mn+m*)*> where ag is the lattice constant of graphite. The resistance of
a metallic CNT is h/ (4€*) =~ 6.5 KQ where & is Planck’s constant.

Growth

The earliest technique reported for producing CNTs is arc synthesis [1,4] which uses a dc arc discharge in
argon created between a pair of graphite electrodes. The graphite anode has a small fraction of a transition
metal such as Fe, Ni, or Co as a catalyst. The electric arc vaporizes the anode, forming nanotubes in the
discharge. Later this process was mimicked in a laser ablation approach [5], wherein an argon ion laser beam
vaporizes a target that consists of graphite mixed with a small amount of transition metal catalyst. Both
methods produce SWNTs and MWNTs with catalyst particles and soot as common impurities. While laser
ablation may not be amenable for scale up to produce large quantities, arc synthesis has been successfully used

= STRIP OF A GRAPHENE SHEET ROLLED INTO A TUBE

(n,0)/ ZIG ZAG

(m,m) / ARM CHAIR

FIGURE 4.1 A strip of a graphene sheet rolled into a tube.
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FIGURE 4.2 TEM images of (a) SWNT ropes; (b) a MWNT. (Image courtesy of Lance Delzeit.)

for high volume production of MWNTs. Moravsky et al. [6] provide an overview of arc synthesis and laser
ablation for producing SWNTs and MWNTs.

Development of large-scale production techniques is critical to realize such applications as composites,
catalyst support, membranes, filters, etc. However, for making nanodevices and sensors, “pick and place” from
bulk samples may be too tedious to be of any value unless some bottom-up device processing schemes emerge
in the future. In the meantime, growth techniques that are amenable to selectivity grow CNTs in predesigned
locations and on wafers are highly desirable. In this regard, chemical vapor deposition (CVD) and its
variations such as plasma enhanced CVD (PECVD) have gained much attention in the past five years [7].

CVD is well known in silicon integrated circuit (IC) manufacturing for depositing thin metallic, semi-
conducting and dielectric layers. CVD of CNTs typically involves a hydrocarbon feedstock with the aid of a
transition metal catalyst. Common precursors have included methane, ethylene, acetylene, and carbon
monoxide, to name a few. The catalyst choices have included iron, nickel, or cobalt. These metals can be
thermally evaporated as a thin film on the substrate or sputtered using ion beam sputtering or magnetron
sputtering. Alternatively, the catalyst metal can be applied to the substrate, starting from the metal containing
salt solution and going through a number of steps such as precipitation, mixing, evaporation, annealing, etc.
The key is to obtain a particulate nature to facilitate nanotube growth. Characterization of as-deposited catalysts
using TEM and atomic force microscopy [8] reveals that the particles are in the range of 1 to 10 nm in size. The
catalyst may also be patterned using some form of lithography for selective growth on the wafer. The growth
process proceeds at atmospheric pressure and temperatures of 550 to 1000°C with typically higher temperatures
for SWNTs. Figure 4.3 shows bundles of SWNTs grown using methane with an iron catalyst prepared by ion
beam sputtering. The corresponding TEM image showing the tendency of nanotubes to form bundles or
ropes is shown in Figure 4.2a. Figure 4.4 shows patterned MWNT growth on a silicon substrate using an
iron catalyst which appears to yield a vertical array of nanotubes. Though the ensemble looks vertical, a closer
view would reveal in all cases of thermal CVD, the individual MWNT itself is not well aligned but wavy.

In contrast to thermal CVD, PECVD enables individual, freestanding, vertically aligned MWNT structures
though these are disordered with a bamboo-like inner core. For that reason, they are called multi-walled
carbon nanofibers (MWNFs) or simply carbon nanofibers (CNFs) [9]. PECVD is also capable of producing
MWNTs, though they will be similar to the CVD material in the sense that the ensemble may appear to be
vertical but not the individual nanotubes.
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FIGURE 4.3 SEM image of single-walled nanotubes grown using CVD.

To date, a variety of plasma sources have been used in CNT growth: dc, rf, microwave, and inductive power
sources [10-14]. The plasma efficiently breaks down the hydrocarbon feedstock, creating a variety of reactive
radicals, which are also the source for amorphous carbon; for this reason, the feedstock is typically diluted
with hydrogen, ammonia, argon, or nitrogen to keep the hydrocarbon fraction less than about 20%. Since
CNT growth is catalyst activated, the growth temperature is determined by a combination of factors such as
catalytic reaction on the surface and diffusion of carbon into the particle (in the so-called vapor-liquid—solid
mechanism, if that is applicable). It appears from most published results that the above processes proceed at
reasonable rates only at elevated temperatures, above 500°C. Though the plasma itself is capable of heating the
substrate to temperatures above 500°C at moderate to high powers, the PECVD reactor for CNT growth is
typically equipped with separate substrate heating. In most cases, this is in the form of a resistive heater
beneath the platform holding the substrate whereas occasionally the use of a hot filament has also been
reported [12]. It is entirely unlikely that such an intrusive filament would be accepted in manufacturing
practice as it is a source of contamination due to the possible flaking of the filament itself.

Whereas thermal CVD of CNTs is primarily an atmospheric pressure operation, PECVD proceeds at low
pressures. However, the typical 1 to 100 mTorr operation common in plasma etching and PECVD in IC

FIGURE 4.4 MWNTs grown by thermal CVD on a patterned silicon substrate using an iron catalyst (growth time = 5
min). (Image courtesy of Hou Tee Ng.)
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FIGURE 4.5 Vertical carbon nanofibers grown using plasma CVD. (Image courtesy of Alan Cassell.)

manufacturing has not been the case in CNT growth; mostly the growth is reported to be in the pressure range
of 1 to 20 Torr. Figure 4.5 shows an SEM image of PECVD grown MWNFs wherein the individual structures
are well separated and vertical. The TEM image reveals the disordered inner core and also the catalyst particle
at the top. In contrast, in most cases of MWNT growth by thermal and plasma CVD, the catalyst particle is
typically at the base of the nanotubes.

Nano-electronics

Silicon CMOS-based electronics has been moving forward impressively according to Moore’s law with 90-nm
feature scale devices currently in production and 65-nm devices in the development stage. As further
miniaturization continues, a range of technological difficulties is anticipated, according to the Semiconductor
Industry Association Roadmap [15]. These issues include lithography, novel dielectric materials, heat
dissipation, and chip cooling issues to name a few. It was thought a few years ago that Si CMOS scaling may
end around 50 nm; beyond 50 nm alternatives such as CNT electronics or molecular electronics may be
needed. This is no longer true. The current wisdom is that scaling beyond 50 nm is possible, though with
increased challenges. Regardless of when the need for transition to alternatives emerges, a viable alternative
technology is expected to meet the following criteria.

. The new technology must be easier and cheaper to manufacture than Si CMOS.

. A high current drive is needed with the ability to drive capacitances of interconnects of any length.

. A reliability factor enjoyed to date must be available (i.e., operating time > 10 years).

. A high level of integration must be possible (>10'® transistors/circuit).

. A very high reproducibility is expected.

. The technology should not be handicapped with high heat dissipation problems which are currently
forecast for the silicon technology; otherwise, attractive solutions must be available to tackle the problem.

A U W

Of course, the present status of CNT electronics is too much at its infancy to evaluate how it stacks up
against the goals listed above. This is due to the fact that most efforts to date [16, 17] are aimed at fabrication
of single devices, such as diodes and transistors, with little effort on circuits and integration. The CNT field
effect transistors are simple devices where a SWNT bridges the source and drain contacts separated by about a
micron. The contacts are defined by lithography on a layer of SiO, grown on a silicon wafer that acts as a
backgate. The I-V characteristics showed that the gate voltage can and does control the current flow through
the nanotube. In this FET, the holes are the majority carriers and the best performance to date shows I,,/Iog
ratio and transconductance values of about 10* and 1550 mS/mm, respectively. Attempts have been made to
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construct logic devices as well. Ref. [18] reports a CNT inverter by connecting p-type and n-type nanotube
transistors. The inverter operated at room temperature and showed a gain greater than 1.

Carbon nanotube based flash memory has been fabricated by Choi et al. [19]. The source—drain gap was
bridged with a SWNT as a conducting channel and the structure had a floating gate and a control gate. By
grounding the source and applying 5 and 12 V at the drain and control gate, writing of 1 was achieved. This
corresponds to the charging of the floating gate. To write 0, the source was biased at 12V, the control gate was
fixed at 0 V and the drain was allowed to float. Now the electrons on the floating gate tunneled to the source
and the floating gate was discharged. To read, a voltage Vi was applied to the control gate and depending on
the state of the floating gate (1 or 0), the drain current was either negligible or finite, respectively. Choi et al.
[19] reported an appreciable threshold modulation for their SWNT flash memory operation. A detailed
discussion of CNT electronics developments to date with operational principles can be found in Ref. [20].

AFM Imaging Using CNT Probes

Atomic force microscopy (AFM) has emerged as a powerful tool to image a wide variety of materials with high
resolution. The conventional probes at the end of an AFM cantilever currently have a tip radius of curvature
about 20 to 30 nm obtained by micromachining or reactive ion etching. The probes are typically silicon or
Si3N, and exhibit significant wear in continuous use. The worn probes can break during tapping mode or
contact mode operation. Dai et al. [21] demonstrated that a MWNT tip, attached to the end of an AFM
cantilever, is capable of functioning as AFM probe and provides better resolution than conventional probes.
Whereas in this seminal work, the CNT was manually attached to the cantilever—which is difficult and not
practical—more recently alternative schemes including in situ growth of the tip by CVD have been reported
[22] and even large scale fabrication of probes on a 4-in. wafer using PECVD has been demonstrated [23].

Figure 4.6 shows an image of an iridium thin film collected using a SWNT probe. The nanoscale resolution
is remarkable but, more importantly, the tip has been shown to be very robust and significantly slow-wearing
compared to conventional probes [22]. The SWNTs with a typical diameter of 1 to 1.5 nm cannot be longer
than about 75 nm for probe construction due to thermal vibration problems. The MWNTSs, in contrast, can
form 2- to 3-um long probes ideal for performing profilometry in IC manufacturing.
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FIGURE 4.6 AFM image of an iridium thin film collected using a SWNT probe tip. (Image courtesy of Cattien Nguyen.)
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It is possible to sharpen the tip of MWNTs to reach the same size as SWNT5, thus allowing construction of
long probes without the thermal stability issues while yielding the resolution of SWNTs [24]. Both SWNT and
sharpened MWNT probes have been used to image semiconductor, metallic, and dielectric thin films
commonly encountered in IC manufacturing. In addition, imaging of biological samples such as DNA and
protein has also been demonstrated. While most of the early works on imaging biological materials used dried
samples, more recently imaging of DNA in aqueous environment has been reported [25]. In this case, the
hydrophobic nature of the nanotube probe was altered by coating it with ethylenediamine making the probe
hydrophilic to enable imaging in liquid medium.

Sensors

The interesting electronic properties and mechanical robustness, combined with the ability to attach
functional chemical groups to the tip or sidewall, have made CNTs an ideal material for constructing chemical
and biosensors. A SWNT with all the atoms on the surface is very sensitive to its chemical surroundings
exhibited by a change in electrical conductivity due to charge transfer between the nanotube and species. This
concept was first used [26] in constructing a chemical field effect transistor or CHEMFET in which a SWNT
forms the conducting channel. Variations in conductivity have been measured when exposed to ammonia and
NO,. For NO,, the charge transfer is from the CNT to the molecule which causes an enhancement of holes in
the nanotube and leads to an increase in current.

The FET approach to sensing dates back to the time high temperature oxides such as tin oxide formed the
channel in CHEMFET fabrication. Since the publication of Ref. [26], a much simpler device consisting of
microfabricated interdigited electrodes has been fabricated which uses a bundle of SWNTs instead of a single
nanotube [27]. This sensor has been shown to have a sensitivity of parts per billion (ppb) for a variety of
gases and vapors such as NO,, nitrotoluene, acetone, and benzene. The issue of selectivity has not yet been
addressed in any of the conductivity-based CNT sensors.

Fabrication of biosensors takes advantage of functionalized chemical groups serving as probe molecules at
the tip of the nanotube. In one approach (see Figure 4.7), nanoelectrodes are fabricated with MWNFs using
microfabrication techniques [28]. First, MWNFs are grown on predetermined locations using PECVD on a
patterned wafer. The separation distance between neighboring tubes is determined by the desire to avoid
overlapping diffusion layers in an electrochemical approach. Also, in order to lend mechanical robustness and
electrical isolation, the gap between nanotubes is filled with a dielectric such as SiO,. This can be readily
achieved by thermal CVD using TEOS followed by a chemical mechanical polishing step to provide a planar

[. ° ’.,,

FIGURE 4.7 Schematic of carbon nanotube based biosensor. (Image courtesy of Jun Li.)
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top surface with CNT ends exposed. These CNT ends can then be derivatized with DNA, PNA, or other probe
molecules. Li et al. [28] performed cyclovoltammetry measurements and showed a capability of less than 1000
target molecules. This limit approaches that of laser-based fluorescence techniques and the approach offers a
high degree of miniaturization and multiplex operation in molecular diagnosis. The sensor platform approach
is amenable for developing handheld diagnostic devices for chemical diagnostics, biothreat detection, and
similar applications.

Field Emission

CNTs have been shown to be excellent field emitters in a number of studies and a review can be found in
Ref. [29]. The high aspect ratio of the CNTs and small tip radius of curvature are ideal for field emission. The
emission has been observed at fields less than 1 V/um and current densities as high as 1 A/cm® have been
obtained. All forms of nanotubes—SWNTs, MWNTs, and MWNFs—and grown by all methods have been
shown to be useful in field emission applications although emission characteristics vary with structure,
preparation technique and impurity level.

Applications for CNT field emitters are broad and indeed, any application requiring an electron source is a
candidate. Currently the biggest driver for the CNT field emission research is the potential to develop flat
panel television displays. In a CNT-based field emission display (FED), controlled bombardment of electrons
on a phosphor induces local emission, much like in a cathode ray tube (CRT). However, unlike in a CRT, the
CNT-FED will have numerous electron sources, indeed one per pixel. The absence of beam scanning inherent
in a CRT allows close placement of the electron source to the screen thus enabling a thin display. Currently
several companies in Korea and Japan have developed prototype flat panel displays based on CNT-FED as
large as 40-in. screen. Other CNT-FED applications include vacuum microelectronics, microwave amplifiers,
electric propulsion, and x-ray tubes.

Summary

The interesting properties of carbon nanotubes have spurred an extraordinary amount of research activity.
Much progress has been made in CNT growth by a variety of techniques, but as of now no control on the
chirality of the CNTs during growth is possible. Characterization techniques to examine the grown structure
have advanced rapidly and significant efforts continue across the world to measure electrical, mechanical,
optical, thermal, magnetic, and other properties. Application development has been receiving the strongest
attention with focus on nanoelectronics, sensors, field emission, scanning probes, actuators, gas adsorption
and storage, and composites. All of these activities are in their early stages and there are no commercial
products with mass market appeal in the market now. The CNT community believes that this will change in
a decade.

Acknowledgment

The author gratefully acknowledges his colleagues at NASA Ames Research Center for Nanotechnology for
much of the material presented in this chapter.

References

S. lijima, Nature, 354, 56, 1991.

M. Meyyappan, Ed., Carbon Nanotubes: Science and Applications, Boca Raton, FL: CRC Press, 2004.
J. Han, chap. 1 in Ref. [2].

T. W. Ebbesen and P.M. Ajayan, Nature, 358, 220, 1992.

T. Guo et al., Chem. Phys. Lett., 243, 49, 1995.

A.P. Moravsky, E.M. Wexler, R.O. Loutfy, chap. 3 in Ref. [2].

M. Meyyappan, chapter 4 in Ref. [3]; see references therein.

L. Delzeit et al., Chem. Phys. Lett., 348, 368, 2001.

PN BN



Materials and Nanoscience 4-9

9. M. Meyyappan et al., Plasma Sour. Sci. Technol. 12, 205, 2003.

10.  V.I. Merkulov et al., Appl. Phys. Lett., 76, 3555, 2000.

11. M. Chhowalla et al., J. Appl. Phys., 90, 5308, 2001.

12. Z.F Ren et al., Science, 282, 1105, 1998.

13.  C. Bower et al., Appl. Phys. Lett., 77, 830, 2000.

14. K. Matthews et al., J. Nanosci. Nanotech. 2, 475, 2002.

15.  International Technology Roadmap for Semiconductors, San Jose, CA: Semiconductor Industry
Association, 2001.

16.  S.J. Tans et al., Nature, 393, 49, 1998.

17.  R. Martel et al., Appl. Phys. Lett., 76, 2447, 1998.

18.  X. Liu et al., Appl. Phys. Lett., 79, 3329, 2001.

19.  W.B. Choi et al., Appl. Phys. Lett., 82, 275, 2003.

20. T. Yamada, chap. 7 in Ref. [2].

21. H. Dai et al., Nature, 384, 147, 1996.

22.  C.V. Nguyen et al., Nanotechnology, 12, 363, 2001.

23. Q. Ye et al., NanoLett., 2004.

24.  C.V. Nguyen et al., J. Phys. Chem. B, 108, 2816, 2004.

25. R. Stevens et al., IEEE Trans. Nanobio. Technol., 3, 56, 2004.

26. J. Kong et al., Science, 287, 622, 2000.

27. J. Li et al., NanoLett., 3, 929, 2003.

28. J. Li et al., NanoLett., 3, 597, 2003.

29.  P. Sarrazin, chap. 8 in Ref. [2].

4.2 Modeling MEMS and NEMS
John Pelesko

Mathematical modeling of micro- and nano-electromechanical systems (MEMS and NEMS) is an essential
part of the design and optimization process. The complexity of typical MEMS and NEMS devices often

necessitates the study of coupled-domain problems. The small scale of such devices leads to novel balances in
appropriate continuum theories when continuum theory is still valid. At the extreme limits of scale, modeling
tools such as molecular dynamics become invaluable.

Micro- and Nano-Electromechanical Systems

™

Enter the word “nanotechnology” into the Google™ search engine and you will be inundated with more than
1.5 million hits. The acronym for micro-electromechanical systems, i.e., MEMS, returns slightly fewer at
857,000, while the word “nanoscience” returns a still respectable 134,000 sites.! This is just a crude measure of
the popularity and importance of micro- and nanoscale science, but it makes clear the present overwhelming
interest in these fields from both the scientific and lay communities.

The popularity of MEMS and NEMS technology is made more amazing by the fact that both fields are still
relatively young. The roots of microsystem technology lie in technological developments accompanying
World War II. In particular, wartime research in radar stimulated research in the synthesis of pure semi-
conducting materials. These materials, especially silicon, became the platform on which MEMS technology
was built.

Both MEMS researchers and nanotechnology proponents point to Richard Feynman’s famous “There’s
plenty of room at the bottom” lecture as a seminal event in their respective fields. Showing remarkable
prescience, in 1959 Feynman anticipated much of the next four decades of research in MEMS and NEMS:

™

'Google™ searches performed July 2004.
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TABLE 4.1 Landmarks in the History of MEMS and NEMS*

1940s Radar drives the development of pure semiconductors.

1959 Richard P. Feynman’s famous “There’s plenty of room at the bottom” lecture.

1960 Planar batch-fabrication process invented.

1964 H.C. Nathanson and team at Westinghouse produce the resonant gate transistor, the first batch-fabricated
MEMS device.

1970 The microprocessor is invented, driving the demand for integrated circuits ever higher.

1979 The first micromachined accelerometer is developed at Stanford University.

1981 K. Eric Drexler’s article, “Protein design as a pathway to molecular manufacturing,” is published in the

Proceedings of the National Academy of Sciences. This is arguably the first journal article on molecular
nanotechnology to appear.

1982 The scanning tunneling microscope is invented.

1984 The polysilicon surface micromachining process is developed at the University of California, Berkeley.
MEMS and integrated circuits can be fabricated together for the first time.

1985 The “Buckyball” is discovered.

1986 The atomic force microscope is invented.

1991 The carbon nanotube is discovered.

1996 Richard Smalley develops a technique for producing carbon nanotubes of uniform diameter.

2000s The number of MEMS devices and applications continually increases. National attention is focused on

funding nanotechnology research and education.

“Reprinted with permission from Modeling MEMS and NEMS, Pelesko and Bernstein, Chapman and Hall/CRC Press, Boca Raton,
FL, 2002.

It is a staggeringly small world that is below. In the year 2000, when they look back at this age,
they will wonder why it was not until the year 1960 that anybody began to seriously move in this
direction.

While Feynman’s lecture inspired a few immediate developments, it was not until 5 years later that MEMS
technology officially arrived. In 1964, H.C. Nathanson and his colleagues at Westinghouse produced the first
batch fabricated MEMS device. Their resonant gate transistor exhibited all of the features of modern MEMS.

Especially notable is the key role played by mathematical modeling in the development of the resonant gate
transistor. In fact, almost half of Nathanson’s seminal paper concerns the development of a mathematical
model. Today, the role of mathematical modeling in MEMS and NEMS is as important as ever. The high cost
in both time and money needed to fabricate and test most MEMS and NEMS devices makes mathematical
modeling an essential part of the design and optimization process. Further, an effective mathematical model
provides the micro- or nanoresearcher with a new window into the small world below.

The Science of Scale

It is almost ridiculously obvious to state that the difference between macroscale and microscale engineering is
one of size. Yet, this simple observation is crucial for understanding why and how micro- and nanoscale
systems behave. It cannot be stated too forcefully: things change as length scales change. Consider taking a hot
Thanksgiving turkey out of the oven. The aluminum foil covering the turkey cools from 400°F to room
temperature in about a minute, while the turkey itself stays hot for hours. The difference is one of scale. The
relevant length scale for the foil is its thickness, hence the ratio of the foil’s volume to surface area is very small.
Little thermal energy can be held, while lots of thermal energy can be convected away. In contrast, the relevant
length scale for the turkey is much larger and its volume to surface area ratio much closer to one.

Scaling effects play a role in studying every aspect of MEMS and NEMS. In the microworld inertial effects
are negligible compared to viscous effects, heat transfer is a fast process, and electrostatic forces dominate over
almost every other type of force. The relative importance of various effects and how things change as system
size changes can often be computed from simple scaling arguments. This is an important first step in the
modeling process.

As an example of these types of arguments, let us examine how we would approach the study of a thermal-
elastic actuator. A typical such system is sketched in Figure 4.8. In this design, pioneered by Y.C. Tai and his
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FIGURE 4.8 Sketch of micro-bellows actuator.

group at the California Institute of Technology, thermopneumatic forces are coupled to a “bellows-like” elastic
structure in order to produce large deflections. A resistive heater in the base of the structure heats an enclosed
volume of gas. Expansion of the gas causes the bellows to unfold and produces the desired displacement or
force. A natural question is how quickly such a device could operate. The time limiting factor will be the
cooling of system. That is, we expect the resistive heater to operate quickly compared to the time for the
system to cool and the device to return to an undeflected state. A simple scaling argument to determine how
long this cooling will take may be made as follows. Consider a sphere of radius a that has been heated
uniformly to some temperature Tj,. The time evolution of the temperature, T, of the sphere is governed by the
heat equation:

oT
Po 5, = kV:T (4.1)

where p is density, ¢, specific heat, and k thermal conductivity. Since initially our system exhibits spherical
symmetry, and since we will impose boundary conditions consistent with that fact, we can assume that T
depends only on a radial variable, r’, and time. With this assumption, the heat equation simplifies to

(4.2)

or _ (T 20T
Poor ="\ o7 Tror

We write our initial condition explicitly as

T(r,0) = T, (4.3)

and assume for simplicity that the sphere is immersed in a constant temperature bath of temperature Tj,.
Hence, we impose the boundary condition:

T(a,t) =T (4.4)

This problem is easily solved using the method of separation of variables. From this solution we find that the
center of the sphere cools to the fraction, f, of the initial temperature difference in time, f,, given by

4a*lo

Here, k = k/(pc,) and is called the thermal diffusivity. For illustrative purposes let us take a = 1 um, f = 0.01,
and x = 0.02 X 10~* m?/sec. The diffusivity is a typical value for silicon, a common construction material
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in MEMS. We find t. = 1077 sec. Our sphere cools in a tenth of a microsecond. Assuming the sphere could be
heated just as quickly, we find that our device can be operated at 5000 KHz.

This calculation represents the first step in the modeling process, i.e., performing a simple analysis in order
to determine design feasibility. The estimate obtained of operating frequency is not meant to be definitive, but
rather represents an order of magnitude calculation. If the order of magnitude of the estimates is in the desired
range, more detailed models can now be constructed to guide the design process. Many more examples of
simple scaling arguments may be found in Trimmer (1997) and Pelesko (2002).

Modeling Approaches

Once design feasibility has been ascertained, it is often desirable to create a more detailed and more realistic
model of the system under consideration. A good model can guide design, help optimize the design, and
explain phenomena observed during experimentation. There are no hard and fast rules concerning what
modeling tools to use when studying MEMS and NEMS. Rather, the MEMS/NEMS researcher must be open
to learning and employing a variety of tools as the situation warrants. There are, however, some tools that have
proven of wide utility. We highlight some of these here.

Continuum Mechanics

The vast majority of mathematical models of MEMS and NEMS devices are based on the equations of
continuum mechanics. The key test for the validity of continuum mechanics in the study of a particular MEMS/
NEMS system is whether or not molecular details of the system may be ignored. Can the continuum hypothesis
be assumed? If molecular details may be ignored then quantities such as temperature, pressure, and stress, can
be treated as smoothly varying functions of spatial coordinates. If the continuum hypothesis is not valid, or
quantum effects are important, an alternative approach is called for. Some alternative approaches are discussed
below. Here, we review the principal equations of continuum mechanics. We note that the choice of boundary
and initial conditions for these equations is highly dependent on the situation under consideration. Detailed
discussions of boundary and initial conditions for the equations of continuum mechanics may be found in
Segel (1987) and Lin (1988).

We have already encountered the heat equation which characterizes the thermal behavior of a body or
a fluid:

oT
2
pc,— = kV°T (4.6)
P ot
This equation expresses conservation of energy. As written a homogeneous isotropic material is assumed.
If the medium is inhomogeneous or anisotropic, the proper equation governing heat flow is

oT

Anisotropy may be modeled by treating k as a tensor. This allows the heat flux to vary as a function of
direction within the material. The inhomogeneous nature of a material may be modeled by treating p, c,, and
k as functions of position.

The elastic behavior of a solid body is characterized in terms of stress and strain. The stress in a solid body is
expressed in terms of the stress tensor, g;;. If you are unfamiliar with tensors, you can think of ;; as simply
being a 3 X 3 matrix:

011 012 013
01 O 033 (4.8)
031 03 033

The ijth component of this matrix, ¢;;, denotes the force per unit area in the direction 7 exerted on a surface

ij>
element with normal in the j direction. Balance of angular momentum within an elastic body requires that the
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stress tensor be symmetric, i.e.:

Gij = O-ji (49)
Or in matrix notation
011 012 013
0ijj 012 02 023 (4.10)

013 033 033

so that we have only six independent components of the stress tensor. The strain in a solid body is also
expressed in terms of a tensor, called the strain tensor, and is denoted ¢;;. For small displacements, the strain
tensor is related to displacements of the elastic body by

81] - 2 ax] axi '

Here, u; is the ith component of the displacement vector and the partial derivatives are taken with respect to
the directions x;, x,, and x3 in a Cartesian coordinate system. Note that Equation (4.11) is only valid for
small displacements. This equation has been linearized by ignoring quadratic terms. In general, the strain
tensor is

1 6ui au]- Guk auk

2 Gx] axi 6.7(,'1' ﬁx] (412)

We have assumed the Einstein summation convention. This simply says that when you see a repeated index, it
denotes summation over that index. Above, the repeated index of k indicates summation over k. The
approximation of small displacements allows us to use Equation (4.11) in place of Equation (4.12). The basic
equation of elasticity comes from applying conservation of momentum. That is, we apply Newton’s second law
to an appropriate control volume and obtain

azu,- aO_ij
T +f (4.13)

where p is the density of the body and f; is the body force per unit volume. For instance, in modeling an
electrostatically actuated device, f; would be computed from electrostatic forces while in a magnetic device f;
would be computed from magnetic forces. Note that Equation (4.13) is really a set of three equations, one for
each of the components of the displacement vector.

To close the system we make a constitutive assumption. We assume a generalized Hooke’s law:

Oij = 2,LL81']' + j'gkkéij (414)

Equation (4.14) assumes that stress and strain are linearly related. Here, ¢t and A are the Lame constants while
0jj is called the Kronecker delta. In matrix terms, d;; is simply the 3 X 3 identity matrix. The Lame constants are
related to the more familiar Young’s modulus:

2
E:u( p+32)

4.15
P (4.15)
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and Poisson ratio:

A
2044w (4.16)
Hence, Equation (4.14) may be rewritten as
ESI']‘ = (1 —+ V)O'i]‘ - Vakkéij (417)

Now, substituting Equation (4.14) into Equation (4.13), we obtain the Navier equations of elasticity:

ﬁzui 0
1% W = a(z,ue,] + )”Skkéij) (418)
7

Eliminating the strain tensor in favor of the displacement vector and using vector notation yields

62
pa—t‘; = VPu+ (u+ DV - w) +f (4.19)

Equation (4.19) is a set of equations called the Navier equations of linear elasticity.

When the elastic and thermal behaviors of a body are coupled, the equations of linear thermoelasticity are
called for. In thermoelasticity, we incorporate a term in the heat equation that reflects the fact that elastic
energy is converted into thermal energy. The modified heat equation is

oT ﬁekk
¢,—=V - kVT —a(3A+2)T) — 4.20
Here, o is called the coefficient of thermal expansion and T is a suitably defined reference temperature. The
definition of the strain, ¢;;, remains unchanged from linear elasticity:

1 @u,- au]
e ==+ 4.21
Y 2 (ax] + axi ( )
as does the balance of linear momentum:
azl/li aO'Z'j
= ; 4.22
Por = ox T (4.22)

Also, as in linear elasticity, the stress tensor is symmetric o;; = oj, reflecting the balance of angular
momentum. The major modification to the linear elastic theory is to the constitutive law. A modified Hooke’s
law known as the Duhamel-Neumann relation is introduced. This modified Hooke’s law contains a term
expressing the fact that a rise in temperature creates a stress within a material:

i = 2pe;; + A — 05034 + 2u)(T — Ty) (4.23)

Again, we have assumed the summation convention. Equation (4.20) to Equation (4.23) are known as the
equations of linear thermoelasticity.

As with the Navier equations describing the motion of elastic bodies, the behavior of a fluid is characterized
in terms of stress and strain. In fluids, however, in addition to conservation of momentum, we also have an
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equation derived from the principle of conservation of mass. If p denotes the density of fluid and u; is a vector
of fluid velocities, whose ith component is fluid velocity in direction 7, then conservation of mass says

op op Ou;
E"‘M]‘a—xj'f‘p@—xi—o (4.24)

In contrast with elasticity, the reader should keep in mind that here we are working with velocities rather than
displacements. This implies that it is convenient to define the strain rate tensor as opposed to the strain tensor.

In particular, we define
aSij . 1 Gui 4 aLl] (4 25)
o 2\dx  Ox '

Stress in a fluid is expressed in terms of the stress tensor o
3 X 3 matrix:

i» which, as with elasticity, may be thought of as the

011 012 013
Oy1 0Oy 03 (4.26)
031 03 033

The ijth component of this matrix, j; again, denotes the force per unit area in the direction i exerted on a
surface element with normal in the j direction. The stress tensor is related to the rate of strain tensor through

Ojj = _péij + 2u 81] + ékk 511 (4.27)

Here, the dot denotes differentiation with respect to time, p is the pressure in the fluid, p is the dynamic fluid
viscosity, and / is a second viscosity coefficient. Recall that repeated indices indicate summation and that d;
denotes the Kroneker delta or 3 X 3 identity matrix. The equation of conservation of momentum can now be
written as

Ot 4 oy % 4 2 (4.28)
P—=, T PpU~—=pr; .
ot Gx] ax]
Using Equation (4.27) in Equation (4.28), we obtain
al/li au,- ap a . .
—_— — = pF, —— +—Qué&; +1&4 0; 4.29
P ot + pu; axj pLr; axi + ax]( e T4 ek z]) ( )

Equation (4.29) is usually called the Navier—Stokes equation of motion and Equation (4.24) and Equation
(4.29) are called the Navier—Stokes equations. We may rewrite the Navier—Stokes equations in vector form:

op _
” +V - (pu)=0 (4.30)
paa—l:-l-p(u . V)u—i—Vp—,quu—(/H—u)V(V -u)=f (4.31)

In Equation (4.31), we have eliminated the strain rate tensor in favor of the velocity vector and relabeled the
body force vector as f.



4-16 Sensors, Nanoscience, Biomedical Engineering, and Instruments

Equation (4.30) and Equation (4.31), the Navier—Stokes equations for a viscous compressible fluid, are a
system of four coupled nonlinear partial differential equations. Notice, however, that the system contains five
unknown functions. The pressure, the density, and the three components of the velocity vector field are all
unknown. To close this system one usually appends the equation of conservation of energy to the Navier—
Stokes equations. This introduces one more equation and one more unknown function, the temperature T.
The system is then completed by introducing an equation of state which relates p, p, and T. Various
simplifications of the Navier—Stokes equations are possible. In particular, the so called Stokes equations are
often of relevance in microfluidics.

Electromagnetic phenomena are described by Maxwell’s equations. This system of four coupled
partial differential equations describes the spatial and temporal evolution of the four vector fields, E, D, B,
and H:

v.-D=~ (4.32)
)
10B
XE=—-— .
VXE=—-— (4.33)
V-B=0 (4.34)
vxH=1P (4.35)
c Ot

Here, p is the electrical charge density, J is the current density, and c is the speed of light in vacuum. To
complete the description of the dynamics of charged particles in the presence of electromagnetic fields we
must also supply the Lorenz force law:

F=gqE+vXxB) (4.36)
where g is the electric charge of the particle and v its velocity. Note that the conservation of charge:

op
. J = 4.37
6t+v J=0 (4.37)

is a consequence of Maxwell’s equations.

The Maxwell equations are a system of 8 equations in the 12 components of E, D, B, and H. To close
the system the constitutive relations of the materials involved are necessary. For linear materials these are
usually written:

B; = p;H; (4.39)

The tensors ¢;; (the permittivity tensor) and u;; (the magnetic permeability tensor) are properties of materials
which contain information about how they respond to the presence of external electric and magnetic fields.
Note that this form does not apply to materials with permanent electric or magnetic moments (ferroelectric
and ferromagnetic materials, respectively).

As an example, many materials respond to an electric field by generating a dipole moment. In addition, the
dipole moment is independent of the direction of the applied field and its position in space. In this case, the
material is said to be homogeneous and isotropic as well as linear and the permittivity tensor takes on the simple
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form & = séij; hence,

D =¢E (4.40)

In this case, ¢ is the called the dielectric constant of the material. Note that while a large number of materials
(called, naturally, dielectrics) fall into this category, most magnetic materials used in current technology are
ferromagnetic as well as having a nonlinear response to external magnetic fields. Paramagnetic and diamagnetic
materials, which do not have permanent magnetic moments and are linear in their response, are more the
exception than the rule.

Mathematical models of MEMS and NEMS devices usually involve coupled domains. For example, a system
may be thermoelectric and its study requires a model using both the heat equation and Maxwell’s equations
coupled through appropriate boundary and source terms. Perhaps the most prevalent coupled domains in
MEMS systems are thermal—elastic systems such as thermoelastic actuators, electrostatic—elastic systems such
as accelerometers or electrostatic actuators, and elastic—fluidic systems such as micropumps. Detailed
examples of such models may be found in Pelesko (2002). One of the more interesting aspects of modeling
MEMS and NEMS again is a consequence of scale. When a continuum based mathematical model has been
constructed, the next step, as with all engineering theories, is to simplify the equations where possible. This
involves determining the relative importance of various terms in the mathematical model. The small length
scales involved in MEMS and NEMS often lead to novel balances of terms in continuum models. For example,
inertial terms are often negligible whereas in the macro world they are usually dominant. This and other scale
effects makes continuum modeling of MEMS and NEMS systems exciting and different than macro-
engineering.

Other Tools

One of the key landmarks in the history of the development of MEMS and NEMS came in 1985 with the
discovery by Curl, Kroto, and Smalley of Cy,, the carbon “Buckeyball structure.” The importance of this
discovery was recognized almost immediately by the scientific community and, in 1996, the trio received the
Nobel Prize for their work. The importance of the follow up discovery of carbon nanotubes promises to eclipse
even the discovery of Cyy. Nanotubes, often visualized as sheets of “chicken wire” rolled into a cylinder, exhibit
fascinating thermal, elastic, and electrical properties. Technological developments based on nanotubes are
proceeding apace.

When constructing a mathematical model of a device based on nanotube technology, molecular effects may
become important. It is important to note the words “may become.” This too is a question of scale. If, for
example, one is interested in the bending of a nanotube serving as part of a nanotweezer system, the Navier
equations of elasticity may be the basis for a perfectly valid model describing the elastic deflections of the tube.
If, however, one is interested in the motion of a nanotube-based gear where individual atoms bound to the
nanotube surface serve as gear teeth, a molecular scale model may be in order. In the latter case, molecular
dynamics based simulation is often the only way to go.

In a typical molecular dynamics (MD) simulation, the location of each individual molecule is tracked.
A potential, such as the Lenard—Jones potential, is used to model particle—particle interactions. Static
configurations are then obtained by minimizing the energy of the system, while dynamic behaviors are
simulated using classical mechanics for each particle and the appropriate potential to simulate particle—
particle interactions. MD simulations are often computationally quite costly; however, rapid progress in
nanoscale MD simulations is being made. The reader is referred to the listing below for further reading in
this area.

Another area of micro- and nanotechnology showcasing rapidly developing mathematical modeling tools is
the field of self-assembly. Our ability to fully exploit the potential of micro- and nano-electromechanical
systems (MEMS and NEMS) technology is to a large extent dependent upon our capacity to efficiently
fabricate and organize MEMS and NEMS devices and systems. Fabrication technologies used in MEMS are
almost wholly derived from analogous technology used in the fabrication of integrated circuits. While this
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approach has been quite successful for MEMS, the feasibility of pushing this technology downward toward
the nanoscale is doubtful. Rather, the few true NEMS devices fabricated have relied on costly, time-
consuming, ad hoc methods, which do not easily scale to allow the production of batches of devices. Similarly,
while many MEMS devices and several NEMS devices have been produced and even commercialized, the
promise of MEMS and NEMS systemns remains largely unfulfilled. The ideal of having thousands or tens of
thousands of individual MEMS/NEMS devices working together as part of a system has yet to be widely
realized.

To address these concerns, researchers in MEMS and NEMS have recently turned toward the study of self-
assembly (SA) and self-organization (SO). Of course, the study of SA and SO did not originate with the
MEMS and NEMS community, but rather has been an intense topic of research in many fields (Langton,
1995). It is worth noting, however, that the engineering perspective of the MEMS and NEMS community
leads to a different take and different set of questions for studies of self-assembly and self-organization.
Rather than attempting to describe the behavior of complex systems by assigning simple rules to individual
agents, the MEMS and NEMS researcher seeks to construct a system with a desired complex behavior.
The necessities of working on the micro- or nanoscale, make the individual-agent, simple-rules, emergent
behavior approach particularly attractive. The mathematical tools used to model the self-assembly process are
often very different than the tools used to model the behavior of an individual MEMS or NEMS device.
A common approach borrows techniques from theoretical computer science. A set of rules, or a “grammar,”
defining how elements of the system can combine is constructed. Study of this grammar can then answer a
myriad of questions about the self-assembling system. For example, what is the achievable complexity of a
self-assembled system evolving according to a given rules set? Or, what is the statistical distribution of
expected assemblies?

Of course, molecular dynamics and grammar based models are but two of the many new techniques being
employed by MEMS and NEMS researchers. As the fields progress, and new challenges arise, undoubtedly
those in the MEMS and NEMS field will draw on an ever widening range of mathematical tools.

Defining Terms

Constitutive relation: An equation relating several variables in a model based on continuum mechanics.
The relation often captures material properties of the system.

Continuum hypothesis: The assumption that molecular details of a system may be ignored and variables
such as pressure, temperature, and density treated as smooth functions of position.

Continuum mechanics: The partial differential equations expressing conservation of mass, momentum,
and energy, and describing electromagnetic phenomena.

Coupled domain problem: The term used by the MEMS and NEMS community to describe a
mathematical model involving more than one area of continuum theory. For example, a description of a
MEMS resistive heater would involve both Maxwell’s equations and the heat equation. These sets of
equations would be coupled through boundary conditions and source terms.

Heat equation: The partial differential equation expressing conservation of energy and governing the flow
of heat in a body.

Linear thermoelasticity: The linearized equations describing the coupling of elastic and thermal
phenomena.

Mathematical modeling: The art of constructing a mathematical structure capturing the essence of a
physical systems. In the modeling of MEMS and NEMS, continuum mechanics often forms the basis for
such models.

Maxwell’s equations: The partial differential equations describing electromagnetic phenomena.

MEMS: Acronym for microelectromechanical systems.

Molecular dynamics: An approach to the mathematical modeling of systems at the molecular level that
involves simulating the motion of every molecule in the system under consideration.

Navier equations: The partial differential equations describing the elastic behavior of solid bodies.

Navier-Stokes equations: The partial differential equations describing the behavior of fluids.
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NEMS: Acronym for nanoelectromechanical systems.
Self-assembly: A controllable, reversible process where components of a system order themselves without
intervention by the experimenter.

References and Further Reading
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An excellent introduction to continuum mechanics and related mathematical methods may be found in the
series of books by Lin and Segel.

C.C. Lin and L.A. Segel, Mathematics Applied to Deterministic Problems in the Natural Sciences, Philadelphia,
PA: SIAM, 1988.

L.A. Segel, Mathematics Applied to Continuum Mechanics, New York: Dover, 1987.

The text on thermoelasticity is now available in a Dover addition:

B.A. Boley and J.H. Weiner, Theory of Thermal Stresses, New York: Dover, 1988.
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].D. Jackson, Classical Electrodynamics, 2nd ed., New York: Wiley, 1975.
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J.A. Stratton, Electromagnetic Theory, New York: McGraw-Hill, 1941.

There are many useful texts on fluid mechanics. The classics by Lamb and Batchelor are among the best.

H. Lamb, Hydrodynamics, Cambridge, MA: Cambridge University Press, 1993.

G.K. Batchelor, An Introduction to Fluid Dynamics, Cambridge, MA: Cambridge University Press, 1967.

Landau and Lifshitz is also a useful reference on fluid mechanics.

L.D. Landau and E.M. Lifshitz, Fluid Mechanics, Oxford: Butterworth Heinemann, 1959.

Several texts on microfluidics have been recently published.

G.E. Karniadakis and A. Beskok, Microflows: Fundamentals and Simulations, Berlin: Springer Verlag, 2001.
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M. Koch, A. Evans, A. Brunnschweiler, and A. Brunschweiler, Microfluidic Technology and Applications,
Hertfordshire: Research Studies Press, 2000.

A nice introduction to modeling “emergent” behaviors may be found in the book by Langton.

C.G. Langton, Artificial Life: An Overview, Cambridge, MA: MIT Press, 1995.

Two entertaining popular treatments of nanotechnology are the books by Regis and Gross.

E. Regis, Nano: The Emerging Science of Nanotechnology, Boston, MA: Little, Brown and Company, 1995.

M. Gross, Travels to the Nanoworld, New York: Plenum Trade, 1995.

4.3 Micromechatronics

Victor Giurgiutiu and Sergey Edward Lyshevski

Micromechatronics is an area of great importance that has accomplished phenomenal growth over the past
few years. Overall, these developments are based on far-reaching theoretical, applied, and experimental
advances as well as the application of novel technologies to fabricate micromechatronics systems. These
micromechatronics systems integrate motion devices, sensors, integrated circuits, and other components. The
synergy of engineering, science, and technology is essential to design, fabricate, and implement
micromechatronics systems. Recent trends in engineering and industrial demands have increased the
emphasis on integrated synthesis, analysis, and design of micromechatronics systems. These synthesis, design,
and optimization processes are evolutionary in nature, and revolutionary advances are sought. High-level
physics-based synthesis is performed first in order to devise micromechatronics systems and their components
by using a synthesis and classification concept. Then, comprehensive analysis, heterogeneous simulation,
and design are performed applying the computer-aided design. Each level of the design hierarchy corresponds
to a particular abstraction level and has a specified set of evolutionary learning activities, theories, and tools
to be developed in order to support the design. The multidisciplinary synthesis and design require the
application of a wide spectrum of paradigms, methods, computational environments, and fabrication
technologies, which are reported in this section.

Introduction to Micromechatronics Systems

Micromechatronics systems integrate distinct components, and, in particular, actuators, sensors, and ICs. We
focus our attention on high-performance micromechatronics systems. In their book, Giurgiutiu and Lyshevski
(2004) covered the general issues in the design of micromechatronics systems (Figure 4.9). Important topics,
focused themes, and issues will be outlined and discussed in this section. Micromechatronics systems are
integrated high-performance electromechanical systems that include microscale motion devices that (1)
convert physical stimuli to electrical or mechanical signals and vice versa, and (2) perform actuation and
sensing. These motion devices are controlled by integrated circuits (ICs). Electromagnetic and electro-
mechanical features of micromachines are basic of their operation, design, analysis, and fabrication.
Correspondingly, ICs are designed taking into account possible system architectures. The step-by-step
procedure in the design of micromechatronics systems is:

1. Define application and environmental requirements.

2. Specify performance specifications.

3. Devise (synthesize) actuators and sensors by researching operating principles, topologies, configura-
tions, geometry, and electromagnetic, and electromechanical systems.

4. Perform electromagnetic, mechanical, and sizing-dimension estimates.

5. Define technologies, techniques, processes, and materials (permanent magnets, coils, insulators, etc.) to
fabricate actuators and sensors.

6. Design ICs to control actuators and sensors.
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FIGURE 4.9 Micromechatronics: Modeling, Analysis, and Design with MATLAB, CRC Press, 2004.

7. Develop high-fidelity mathematical models with a minimum level of simplifications and assumptions to
examine integrated electromagnetic, mechanical, vibroacoustic phenomena and effects.

8. Based upon data-intensive analysis and heterogeneous simulations, perform thorough electromagnetic,
mechanical, thermodynamic, and vibroacoustic design with performance analysis and outcome
prediction.

9. Modify and refine the design to optimize machine performance.

10. Design control laws to control micromechatronics systems and implement these controllers using ICs
(this task itself can be broken down to many subtasks and problems related to control laws design,
optimization, analysis, simulation, synthesis of ICs topologies, ICs fabrication, machine-ICs integration,
interfacing, and communication).

Before being engaged in the fabrication, one must solve synthesis, design, analysis, and optimization
problems. In fact, mechatronic systems’ performance and its suitability/applicability directly depend upon
synthesized topologies, configurations, and operating principles. The synthesis with modeling activities allows
the designer to examine complex phenomena, and discover advanced functionality and new operating
concepts. These guarantee synthesis of superior mechatronic systems with enhanced integrity, functionality,
and operationability. Thus, through the synthesis, the designer devises machines that must be modeled,
analyzed, simulated, and optimized. Finally, as shown in Figure 4.10, the devised and analyzed nano- and
micromachines must be fabricated and tested.

High-Fidelity
Modeling

Simulation

Analysis

Synthesis
Optimization
Control

Micromechatronic
System

Fabrication
Testing
Validation

FIGURE 4.10 Synthesis design and fabrication of micromechatronics systems.
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Synchronous Micromachines

In micromechatronics systems, rotational and translational micromachines (actuators and sensors), controlled
by ICs, are widely used. Among various motion devices, synchronous permanent-magnet micromachines
exhibit superior performance. The advantages of axial topology micromachines are feasibility, efficiency, and
reliability. Simplicity of fabrication results because: (1) magnets are flat, (2) there are no strict shape
requirements imposed on magnets, (3) rotor back ferromagnetic material is not required, and (4) it is easy to
deposit planar wires on the flat stator. Utilizing the axial topology and endless electromagnetic system, we
synthesize permanent-magnet synchronous micromachines (Lyshevski, 2001, 2004). The synthesized
micromachine is shown in Figure 4.11.

Single- and two-phase axial permanent-magnet synchronous micromachines are illustrated in Figure 4.11.
In particular, for two-phase micromachines, one supplies two phase voltages u,, and up,,. While, for a single-
phase micromachine, a phase voltage u,, or uy, is applied. Assuming that the magnetic flux is constant through
the magnetic plane (current loop), the torque on a planar current loop of any size and shape in the uniform
magnetic field is given as

T=isXB=mXB (4.41)

where i is the current in the loop (winding); m is the magnetic dipole moment (Am?). The electromagnetic
force is found as

F= §idl X B (4.42)

Stator

Stator with deposited
windings

Fabricated rotor with nanomagnets

FIGURE 4.11 Axial permanent-magnet synchronous micromachine. (Lyshevski, 2001, 2004.)
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The interaction of the current (in windings) and magnets will produce the rotating electromagnetic torque.
Microscale synchronous transducers can be used as motors (actuators) and generators (sensors).
Microgenerators (velocity and position sensors) convert mechanical energy into electrical energy, while
micromotors—microactuators convert electrical energy into mechanical energy. A broad spectrum of
synchronous microtransducers can be used in MEMS as actuators, e.g., electric microdrives, microservos, or
microscale power systems.

Distinct electrostatic and electromagnetic micromachines can be designed and fabricated using the surface
micromachining technology. However, all high-performance, high-power and torque density machines are
electromagnetic, and these micromachines use permanent micromagnets. Therefore, the issues of fabrication
and analysis of micromagnets are of great interest. Different soft and hard micromagnets can be fabricated
using surface micromachining, e.g., Ni, Fe, Co, NiFe, and other magnets can be made. In general, four classes
of high-performance magnets have been commonly used in electromechanical motion devices: neodymium
iron boron (Nd,Fe;4B), samarium cobalt (usually Sm;Cos and Sm,Co;7), ceramic (ferrite), and alnico
(AINiCo). The term soft is used to describe those magnets that have high saturation magnetization and a low
coercivity (narrow BH curve). Another property of these micromagnets is their low magnetostriction. The soft
micromagnets have been widely used in magnetic recording heads, and NiFe thin films with the desired
properties have been fabricated. Hard magnets have wide BH curves (high coercivity) and, therefore, high-
energy storage capacity. These nano- and micromagnets should be used in micromachines in order to attain
high force, torque, and power densities. Unfortunately, limited progress has been made in the fabrication of
hard micromagnets. 1

The energy density is given as the area enclosed by the BH curve, e.g., w,, = EB - H. When micromagnets

are used in micromachines, the demagnetization curve (second quadrant of the BH curve) is studied. A basic
understanding of the phenomena and operating features of permanent magnets is extremely useful.
Permanent magnets store, exchange, and convert energy. In particular, permanent magnets produce a
stationary magnetic field without external energy sources.

We apply Kirchhoff’s and Newton’s laws to derive the equations of motion for axial topology permanent-
magnet micro- and nanomotors. Using the axial permanent-magnet synchronous micromachine documented
in Figure 4.11, we assume that this variation of the flux density is sinusoidal:

1
B(0,) = Basin” (E Nmﬂr), n=173,57,..., (4.43)

where B,y is the maximum flux density in the airgap produced by the magnet as viewed from the winding
(Bmax depends on the magnets used, airgap length, temperature, etc.); Ny, is the number of magnets; # is the
integer that is a function of the magnet geometry and the waveform of the airgap B.

The electromagnetic torque developed by single-phase axial topology permanent-magnet synchronous
micromotors is found using the expression for the co-energy W, (i, 0;) that is given as

Wc(iasv Hr) = NAagB(Hr)ias (4'44)

where N is the number of turns and A, is the airgap surface area. Assuming that the airgap flux density obeys

1 1
B(0,) = Bpusin (5 Ner), we have W (i, 0;) = NAgBpysin (E Nm()r)ias, and the electromagnetic torque is

1
. 0| NA,,B,... sin| =N_0_)i
ow 0 ( agPmax ( m r) as)
Te — C(las7 r) — 2 — _ mNAag BmaXCOS
00, 00, 2

1
2

N0, Ji.. (4.45)

. . N . 1
As we feed the following current with the magnitude 7y, to the micromotor winding i, = iy;cos (5 Ner), the
electromagnetic torque is
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1 , 1
T, = EJ\ImN,angBmaszcos2 (ENmH,) #£0 (4.46)

The mathematical model of the single-phase permanent-magnet micromotor is found by using Kirchhoff’s
and Newton’s second laws:

d'pas

Uy = Tlyg + 1 (circuitry equation) (4.47)
d*0, . . .
T.—B,o,— Ty =] e (torsional—mechanical equation) (4.48)

From the flux linkage equation V., = Lyias + NA,B(0,), we have

dB(0,) di 1
ag T = Las d_;s + % NmNAag Bmax cos (5 Nmer)wr (4'49)

dlpas dias
=1, NA
ar g TN

Thus, a set of three first-order nonlinear differential equations results, which models a single-phase axial
topology permanent-magnet synchronous micromotors. In particular:

di, 1 o1 1
=—|—rd,s — =N, NA,, B.,.x cOs | =N,,,0, |, + 1, (4.50)
dt Ly 2 8 2
do, 11 1 )
dtr — i (E Np NAyg Biax €OS (ENer)las —B,o, — TL) (4.51)
do
f=w 4.52
T r (4.52)

Single-phase axial permanent-magnet synchronous micro- and nanomachines may have a torque ripple. To
avoid this torque ripple, one must design two-phase machines. For two-phase machines, the co-energy and
electromagnetic torque are given as

1 1
W (i, 0;) = NAagBmax(sin (ENmGr)ias — cos (ENer)ibs) (4.53)

and the electromagnetic torque is

OW_(i,, 0 1 1 1
T. = % = ENmNAagBmax(cos (ENer)iaS + sin (ENmBr)ibs) (4.54)

Thus, feeding the phase currents as

T, = I\COS (%Nnﬁr) and i = iysin (%Ner) (4.55)
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we obtain

1 1 1 1
T, = ENmNAagBmaxiM(COSZ (ENmGr) + sin’ (ENmer)) = ENmNAagBmaxiM (4.56)

The model developments and control issues are reported in Lyshevski (2001).

Fabrication Aspects

Micromachines can be fabricated through deposition of the conductors (coils and windings), ferromagnetic
core, magnets, insulating layers, as well as other microstructures (movable and stationary members and their
components including bearings). The subsequent order of the processes, sequential steps, and materials are
different depending on the machines devised, designed, analyzed, and optimized. Several textbooks (Madou,
1997; Kovacs, 1998; Lyshevski, 2001, 2004; Giurgiutiu and Lyshevski, 2004) provide the reader with the basic
fabrication features and processes involved in the micromachine fabrication. This section outlines the most
viable aspects.

Complementary metal oxide semiconductor (CMOS), high-aspect-ratio (LIGA and LIGA-like), and surface
micromachining technologies are key features for fabrication of nano- and micromachines and structures. The
LIGA (Lithography—Galvanoforming—Molding, or, in German, Lithografie—Galvanik—Abformung) technology
allows one to make three-dimensional microstructures with the aspect ratio (depth vs. lateral dimension is
more than 100). The LIGA technology is based on x-ray lithography, which ensures short wavelength (from
few to 10 A) which leads to negligible diffraction effects and larger depth of focus compared with photo-
lithography. The major processes in the machines’ microfabrication are diffusion, deposition, patterning,
lithography, etching, metallization, planarization, assembling, and packaging. Thin-film fabrication processes
were developed and used for polysilicon, silicon dioxide, silicon nitride, and other different materials, e.g.,
metals, alloys, and composites. The basic steps are: lithography, deposition of thin films and materials
(electroplating, chemical vapor deposition, plasma enhanced chemical vapor deposition, evaporation,
sputtering, spraying, screen printing), removal of material (patterning) by wet or dry techniques, etching
(plasma etching, reactive ion etching, laser etching, etc.), doping, bonding (fusion, anodic, and other), and
planarization (Madou, 1997; Kovacs, 1998; Lyshevski, 2001, 2004).

To fabricate motion and radiating energy nano- and microscale structures and devices, different fabrication
technologies are used (Madou, 1997; Kovacs, 1998; Lyshevski, 2001, 2004). New processes were developed and
novel materials were applied to modify the CMOS, surface micromachining, and LIGA technologies.
Currently, the state of the art in nanofabrication has progressed to nanocircuits and nanodevices (Lyshevski,
2004). Nano- and micromachines and their components (stator, rotor, bearing, coils, etc.) are defined
photographically, and the high-resolution photolithography is applied to define two- (planar) and three-
dimensional shapes (geometry). Deep ultraviolet lithography processes were developed to decrease the feature
sizes of microstructures to 0.1 um. Different exposure wavelengths 4 (435, 365, 248, 200, 150, or 100 nm) are
used. Using the Rayleigh model for image resolution, the expressions for image resolution iz and the depth of
focus dp are given by

. A y)
IR = kiN—A7 dF == kdﬁ (457)
A

where k; and kg are the lithographic process constants; 4 is the exposure wavelength; N, is the numerical
aperture coefficient (for high-numerical aperture we have Ny = 0.5 to 0.6).

The g- and i-line IBM lithography processes (with wavelengths of 435 and 365 nm, respectively) allow
one to attain 0.35-um features. The deep ultraviolet light sources (mercury source or excimer lasers) with
248-nm wavelength enables the industry to achieve 0.25-um resolution. The changes to short exposure
wavelength possess challenges and present new highly desired possibilities. However, using CMOS technology,
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FIGURE 4.12 Deposited copper microwindings, microstructure, and permanent magnets.

50-nm features were achieved, and the application of x-ray lithography led to nanometer scale features
(Madou, 1997; Kovacs, 1998; Lyshevski, 2001, 2004). Different lithography processes commonly applied are:
photolithography, screen printing, electron-beam lithography, and x-ray lithography (high-aspect ratio
technology).

Although machine topologies and configurations vary, magnetic and insulating materials, magnets, and
windings are used in all motion devices. Figure 4.12 illustrates the electroplated 10-pm wide and thick with
10-um spaced insulated copper microwindings (deposited on ferromagnetic cores), microstructures, and
permanent magnets (electroplated NiFe alloy) as shown by Lyshevski (2001).

Electroactive and Magnetoactive Materials

Electroactive and magnetoactive materials are the building blocks of micromechatronics. The intrinsic active
behavior of these materials, which change dimensions in response to electric and magnetic fields, make them
ideal for actuation and sensing at the micro level.

Electroactive Materials

Electroactive materials can be divided into piezoelectric and electrostrictive. Linear piezoelectric materials obey
the constitutive relations between the mechanical and electrical variables, which can be written in tensor
notations as

Sij = SiEjlekl + dijkEk + 51]0650 (458)

Dj = dyTy + eiEy + Do (4.59)

where S;; is the mechanical strain, Tj; the mechanical stress, Ej the electrical field, and D; the electrical
displacement. The variable sﬁk, is the mechanical compliance of the material measured at zero electric field (E=0),
sﬁ is the dielectric permittivity measured at zero mechanical stress (T = 0), and dj; is the piezoelectric coupling
between the electrical and mechanical variables. The variable @ is the temperature, and of is the coefficient of
thermal expansion under constant electric field. The coefficient Dj is the electric displacement temp-
erature coefficient. The stress and strain variables are second-order tensors, while the electric field and the electric
displacement are first-order tensors. Since thermal effects only influence the diagonal terms, the respective
coefficients, o; and f)j, have single subscripts. The term J;; is the Kroneker delta (6;; = 1if i = j; zero otherwise).
The physical explanation of the piezoelectric effect is represented schematically in Figure 4.13a.

Electromechanical coupling coefficient is the square root of the ratio between the mechanical energy stored
and the electrical energy applied to a piezoelectric material, i.e.:

mechanical energy stored
k= - - (4.60)
electrical energy applied
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(b) @

FIGURE 4.13 Physical explanation of induced-strain actuation: (a) piezoelectric response in a perovskite structure;
(b) magetostrictive lattice deformation due to the rotation of the inner-shell charge-density oblate shape in a magnetic field.

For direct actuation, ki3 = ds3/,/533653, where Voigt matrix notations are used. For transverse actuation,
ks; = ds; /5118335 for shear actuation, ks = d,5/,/ss5611. For uniform inplane actuation, we obtain the planar
coupling coefficient, x, = Kk134/2/(1 — v), where v is the Poisson ratio. The piezoelectric response in axial and
shear directions is depicted in Figure 4.14.

In contrast with linear piezoelectricity, the electrostrictive response is quadratic in electric field. Hence, the
direction of electrostriction does not change as the polarity of the electric field is reversed. The general
constitutive equations incorporate both piezoelectric and electrostrictive terms:

S;i = st Tu + diiEx + My;ExEy (4.61)
D,, = dpu Ty + &mnEn + 2M,,iiE, T (4.62)

Note that the first two terms in each equation signify the linear piezoelectric behavior. The third term
represents the nonlinear electrostrictive behavior. The coefficients Mj; are the electrostrictive coefficients.
Magnetoactive Materials

Most magnetoactive materials are based on the magnetostrictive effect. The magnetostrictive constitutive
equations contain both linear and quadratic terms:

Sij = Sglekl + diiHy + My HiH, (4.63)
Bm = dmlekl + M;ka + 2anijEn Tij (4.64)

where, in addition to the already defined variables, H; is the magnetic field intensity, B; is the magnetic flux
density, and uﬁ is the magnetic permeability under constant stress. The coefficients d;; and Myy;; are defined in
terms of magnetic units. The magnetic field intensity in a rod surrounded by a coil with #n turns per unit length
depends on the coil current, I:

H=mnl (4.65)
+ t+At
v
— +
+Ps
I-Al
(a) (b)

FIGURE 4.14 Induce-strain responses of piezoelectric materials: (a) axial strain; (b) shear strain.



4-28 Sensors, Nanoscience, Biomedical Engineering, and Instruments

14 .
Sirigle Crysthl Single Crystal Stack Actuator Performance
PZN-4.5%P[0 0.35 T T T T T T T T T T T
L 00T}
pingle Crystal 0.3 —— Single Crystal Stack b
L0 2 — PZT-5A Stack
Single Crlystal 0.25 E
= o8 PZN (001) -
= L ‘ ! S E oz 3
»54 .; ingle Crystal| E
5 06 PMNI24%PT| 8 o35 5
(001) o
04 et E
___|— Cergmics, P4T-5H
0.2 1. T — Cergmics, PNN-PT 0.05 ]
™ "] Cergmics, PZT-8 ol e e
905 30 60 on 120 150 o 5 10 15 20 25
(a) Electric Field (kV/em) (b) Electric Field (kV/cm)

FIGURE 4.15 (a) Strain vs. electric field behavior of <001> oriented rhombohedral crystals of PZN-PT and PMN-PT
compared to current piezoelectric ceramics (Park and Shrout, 1997); (b) single crystal stack actuator performance vs.
conventional PZT-5A stack, as measured at TRS Ceramics, Inc. (http://www.trsceramics.com).

Magnetostrictive material response is quadratic in magnetic field, i.e., the magnetostrictive response does not
change sign when the magnetic field is reversed. However, the nonlinear magnetostrictive behavior can be
linearized about an operating point through the application of a bias magnetic field. In this case, piezomagnetic
behavior, where response-reversal accompanies field reversal, can be obtained. In Voigt matrix notations, the
equations of linear piezomagnetism are

Si=siTi+duH i, j=1,...,6; k=1,2,3 (4.66)

B, =dyT;+ popHpj=1,...,6; k,m=1,2,3 (4.67)

where S; is the mechanical strain, Tj is the mechanical stress, Hy is the magnetic field intensity, B,, is the
magnetic flux density, and ul, is the magnetic permeability under constant stress. The coefficient 5{7 is the
mechanical compliance measured at zero magnetic field (M = 0). The coefficient u!, is the magnetic
permeability measured at zero mechanical stress (T = 0). The coefficient dy; is the piezomagnetic constant,
which couples the magnetic and mechanical variables and expresses how much strain is obtained per unit
applied magnetic field. A commercially available magnetoactive material with wide industrial applications is
Terfenol-D (Tb,_,Dy,Fe, where x = 0.7). Terfenol-D displays a large strain response of up to 0.2%. A full
description of Terfenol-D properties is given in Table 4.9 of Giurgiutiu and Lyshevski (2004).

New active material developments include single-crystal piezoelectric ceramics, magnetic shape memory
alloys, and others. The single crystal piezoelectric ceramics attain induced strain about an order of magnitude
larger than conventional piezoelectric ceramics (Figure 4.15). Additional details of these and other active
materials are given in Chapter 4 of Giurgiutiu and Lyshevski (2004).

Induced-Strain Actuators

Induced-strain actuators utilize active materials to produce force and displacement in response to applied
electric or magnetic fields. Precise nano-positioning can be easily achieved with induced-strain actuators. The
induced-strain actuators analysis differs from the analysis of conventional actuators because only a finite
induced-strain displacement comes into play. The use of induced-strain actuators is preferred wherever a
compact solid-state actuation solution is required.
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Linearized Electromechanical Behavior of Induced-Strain Actuators

Induced-strain actuator vendor data usually contains the free-stroke, ujgs, the corresponding maximum
voltage, V; the internal stiffness, k;, and the capacitance, C. Based on vendor data, one can calculate the
apparent elastic compliance, s, electrical permittivity, &, and piezoelectric strain coefficient, d, for full-stroke
operation. For a piezoelectric stack:

A
s = T (apparent zero — field elastic compliance) (4.68)
2
6= (apparent zero — stress electrical permittivity) (4.69)
U t . . . .
d= Vi (apparent piezoelectric strain coefficient) (4.70)

where [, A, and k; are the length, cross-sectional area, and internal stiffness, while ¢ is the piezo layer thickness.
The effective full-stroke electromechanical coupling coefficient of the piezoelectric stack actuator is obtained as

2 2
2= d_ O
se  CV?

4.71)

For magnetoactive actuators, a similar process is employed using current, I, and inductance, L, instead of
voltage, V; and capacitance, C. As a result, the effective full-stroke electromechanical coupling coefficient of the
magnetoactive actuator is obtained as

> kil
2 ISA
K=_—=21

4.72
su  LI? (4.72)

The behavior of a typical piezoelectric induced-strain actuator under static and dynamic operation is given in
Figure 4.16. Similar results for electrostrictive and magnetostrictive actuators can be found in Giurgiutiu and
Lyshevski (2004) (Figure 4.19 and Figure 4.20).

— it —_—
120 1 Polytec PI Usa
Type P-245.70
100 + May 9. 1996
uldSyRamic
c 80 T
3ol uRgR"®
3 — 1
S 40+
204 uldsyxamic
-200 D 200 400 600 800 1000 ——Uigp —
-2007 -V, Volts

FIGURE 4.16 Induced-strain displacement vs. applied voltage for Polytec PI model P-245.70 piezoelectric (PZT) actuator.
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i(t)

FIGURE 4.17 Interaction between an induced-strain actuator (ISA) and an elastic structure under dynamic conditions
showing the frequency-dependent dynamic stiffness.

Power and Energy of Induced-Strain Actuators

The energy delivery of an induced-strain actuator depends on the relative relationship between the actuator
internal stiffness, k;, and the external stiffness, k., i.e., the stiffness of the desired application (Figure 4.17). Hence:

r 1

E, = ——— kg ) 4.73

e (1 +T)2 (2 i¥ISA ( )

where r = k. /k; is the stiffness ratio. For dynamic operation, the stiffness ratio is frequency dependent and

takes the form r(w). The matched stiffness or matched impedance principle implies that maximum energy

delivery is achieved when the internal and external stiffness values are equal (Figure 4.18). The maximum
1

o . . 1
energy output that can be expected from a given induced-strain actuator is Ef*™ = Z(E kiu%SA).

The electrical power and energy required for induced-strain actuation is calculated using induced-strain
actuator admittance and impedance. For electroactive actuators:

r(w)

_ _ 2
Ye(w) = 1wC[1 K T+ 7@ )

] = Y&(w) +iY(w), Zc= Yo (4.74)

For magnetoactive actuators:

. 7(w) _
w) = 1w —K[——— = '
Z Ll 1—xi Y, =2" 4.75
14+ 7(w)
1 : ——
ISA energy L~ T
coefficient, E'jg, 1] .- iy
0.75 1134
g2 7 TH
0 —> )
s;:—) U , Internal energy
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° 14
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> LT \I\
0 il R
0.01 0.1 1 10 100
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FIGURE 4.18 Variation of energy coefficients with stiftness ratio, r, under static operation.
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FIGURE 4.19 Energy density output per active material volume of commercially available induced-strain actuators:
(a) static operation; (b) dynamic operation.

The energy density output calculated for a number of commercially available induced-strain actuators
operating under static and dynamic conditions is presented Figure 4.19. Note that the dynamic energy density
values are 1/4 of the static values, since the dynamic induced-strain stroke is half the static stroke. This specific
aspect differentiates the analysis of induced-strain actuator from the analysis of conventional actuators. The
complete analysis of induced-strain actuators power and energy, with a full complement of graphs and tables
and extensive comparison data, is available in Sections 4.4 to 4.8 of Giurgiutiu and Lyshevski (2004).

Design with Induced-Strain Actuators

The design with induced-strain actuators must take into consideration their specific behavior. Induced-strain
actuators can develop large forces but only a small finite stroke that must be judiciously used to achieve the
design goals. By displacement-amplification (Figure 4.20), a tradeoff between stroke and force is obtained.
Mitigation of the input/output requirements and induced-strain actuation capabilities is done during the
design cycle.

Driving Force or
Generated Motion

I Displacement Amplification at Constant Frequency I THUNDER motion
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| | e,
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FIGURE 4.20 Family tree of displacement amplified induced-strain actuators.
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FIGURE 4.21 Piezoelectric wafer active sensors (PWAS) mounted on an aircraft panel.

Piezoelectric Wafer Active Sensors

Piezoelectric wafer active sensors (PWAS) are small and unobtrusive active-material devices that can act at
both transmitters and receivers of elastic waves traveling in various materials (Figure 4.21). PWAS are the
enabling technology for many micromechatronics applications, such as embedded sensing, vibration control,
and structural health monitoring of cracks and defects.

PWAS Resonators

The analysis of PWAS resonators starts with the 1D analysis of rectangular PWAS and then extends to the 2D
axisymmetric analysis of circular PWAS.

Rectangular PWAS Resonators
The 1D analysis of rectangular PWAS assumes that the ratio between length, width, and thickness is such that
the respective vibrations can be considered uncoupled (Figure 4.22). Direct use of the constitutive Equation
(4.58) yields the 1D wave equation:

i, = (4.76)
where ¢ = 1/pst, is the wave speed. For ac excitation, E; = E;¢', the solution is

ds,E; sinyx
Y

i (x) = (4.77)

! l
COS =
57

Poling direction 4\ X3 /xz
h
b ! /

X
(@) L : ‘

X3 ;

Electric field, E3 u

X, U
[ 1 Ppzractve sensor — Tr «— }— 71 +d1,
length [, thickness /; width, b.
(b) 9 ©

FIGURE 4.22 Schematic of a piezoelectric active sensor and infinitesimal axial element.
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TABLE 4.2 Admittance and Impedance Poles for k;; = 0.36

) b 7T T T b
Admittance poles, ¢y 3- 5— 7= 9— 11—
. 2 2 2 2 2
(electromechanical resonances)
b i n n T i
Impedance poles, ¢, 1.0565— 3.021- 5.005— ~7= ~9— ~11-
. 2 2 2 2 2 2
(electromechanical resonances)
Ratio ¢ /¢py 1.0565 1.0066 1.0024 1.0012 1.0007 1.0005
Difference between ¢, and ¢y 5.6% 0.66% 0.24% 0.12% 0.07% 0.05%

For electrical analysis, the solution substituted into the constitutive Equation (4.59) yields, after some
manipulations:

Y=iow- - Cl1-k5 1—_17_ ., Z=Y" (4.78)
@ cot

where ¥ and Z are the electric admittance and impedance, y=w/c 7 is the wave number, ¢ = 1yl, and
C=c¢kLbl/h is the free capacitance. In addition, ki; =d3,/(5,,855) is the complex coupling factor,
C=(1-1ig)C, » = @1 —id, 311 = 5;;(1 —in), &3 = &335(1 —i5). The internal damping loss values # and §
vary with the piezoceramic formulation, but are usually small (1, 6, > 5%). Of interest are the following
resonance/antiresonance situations:

+ Electromechanical resonance, when Y — o0, i.e.,, Z = 0
+ Electromechanical antiresonance, when Y=0, i.e., Z — o

Electromechanical resonances, i.e., admittance poles, exist for cos¢) = 0, which gives the closed form

tan 1-43
solution ffM = (2n — 1)¢/2l. Electromechanical resonances exist for ¢¢ =z L This is a transcendental
31

equation that is solved numerically (Table 4.2). Practical measurements of the PWAS admittance and
impedance are made with the impedance phase-gain analyzer (Figure 4.23).

Circular PWAS Resonators
The analysis of a circular PWAS resonator (Figure 4.24a) starts with the axisymmetric wave equation:

Fu  1du_w_ o (4.79)
dr?  rdr 1? cf) f '

| Metallic support plate |

(@) (b)

FIGURE 4.23 PWAS admittance and impedance measurement: (a) test jig ensuring unrestraint support, and (b) HP
4194A impedance phase-gain analyzer.
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FIGURE 4.24 Analysis of circular PWAS: (a) free; (b) constrained by structural stiftness, kq. ().

P
is expressed in terms of J, and J; Bessel functions as

where ¢, = 1/1/pst,(1 = v?) is the wavespeed for radial vibrations. For ac excitation, E; = E;e'’, the solution

(T +v)i(yr)
(Va)fo(ya) —(1=wi(ya)

u (r) = (d31f53)61 (4.80)

where a is the PWAS radius, v is the Poisson ratio, and y = w/c,, is the wave number. The electromechanical
admittance and impedance are given by

Y= iwC[(l -k)-k

A +viGa) ] 5 _ -1
P GaloGa) — (1= Ga)

Z=7 (4.81)

where C = ¢l;ma? /h. The bar above the quantities signifies that the complex values associated with internal
damping are being used. The condition for mechanical resonance is

(ya)Jo(ya) = (1 =v)](ya) = 0 (resonance) (4.82)
Numerical solution of Equation (4.82) for v = 0.30 yields
(ya)1= 2.048652; (ya)2= 5.389361; (ya)3= 8.571860; (ya)4= 11.731771... (4.83)

The corresponding resonance frequency is calculated as f, = (ya)nc/ 2na, wheren =1, 2, 3, 4, ...
The conditions for electromechanical resonance and antiresonance of a circular PWAS are:

zJo(z) = (1 —=V)];(z) = 0 (resonance) (4.84)

doa) _1-v-28
e (A-k)

(antiresonance) (4.85)

These equations are transcendental and their solutions are found numerically.

PWAS Transmitters and Receivers of Elastic Waves

PWAS attached to structures act as good transmitters and receivers of elastic waves. In thin-wall structures,
PWAS couple with symmetric and antisymmetric Lamb waves (Figure 4.25). In thicker structures, PWAS
couple with Rayleigh waves. The first symmetric and antisymmetric Lamb wave modes, Sy and Ao, approach
the Rayleigh waves at very high frequency. At low frequency they can be approximated by the conventional
axial and flexural waves (Figure 4.26).
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FIGURE 4.25 PWAS coupling with symmetric and antisymmetric Lamb waves, Sy and A,.
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Interaction between the PWAS and the structure showing the bonding layer interfacial shear stress, 7(x).

FIGURE 4.27
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FIGURE 4.28 (a) Predicted Lamb wave strain amplitude from a 7-mm PWAS excitation in a 1.6-mm aluminum plate;
(b) experimental verification of excitation sweet spot at 300 kHz.

The analysis of the interaction between the PWAS and the Lamb wave structure is performed assuming
harmonic shear-stress boundary excitation applied to the upper surface of the plate (Figure 4.27), i.e.:

o) = { 70 sin(})l Tx)

x| <a

otherwise (4.86)

Since the excitation is hasmonic, ra(x)e_iwt, the solution is also assumed harmonic, in terms of the potentials ¢
and y satisfying the wave equations:

P P o

¢ ¢, 62 lp ale COZ
ox? 0y

— 4+ 4+ =0
6x2+6y2+cf¢

¢ =0, (4.87)

2
a

where ¢t = (A +2u)/p and ¢ = u/p are the longitudinal (pressure) and transverse (shear) wave speeds, A and
u are Lame constants, and p is the mass density.

A salient result of this analysis, which is fully developed in Giurgiutiu and Lyshevski (2004), is that there are
optimal conditions that permit the PWAS to preferentially excite one or another Lamb wave mode. For
illustration, Figure 4.28a shows the predicted wave tuning into the A, Lamb wave mode at 100 kHz and into
the Sy Lamb wave mode at 300 kHz. The experimental validation of these predictions is shown in Figure 4.28(b).
The equipment for the validation experiments is shown in Figure 4.29. For further details see Section 4.9 of
Giurgiutiu and Lyshevski (2004).

Digital oscilloscope
Data acquisitionprogram

= Sy

e —

Signal generator ||

Aluminum plate with 11 PZT
wafer active sensors

FIGURE 4.29 Experimental setup for wave propagation experiment with PWAS excitation and detection.
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PWAS Phased Arrays

A remarkable result of PWAS Lamb wave tuning is the possibility of constructing the embedded ultrasonic
structural radar (EUSR) utilizing the phased-array beamforming principles of the conventional
electromagnetic radar and acoustic sonar (Figure 4.30). To understand the beam-forming principle, consider
a linear array of M PWAS transducers as shown in Figure 4.31. If the PWAS are not fired simultaneously, but
with some individual delays, ,,,, where m = 0, 1, ..., M — 1, then the total signal received at a point P will be

1 M-1
a) =7 > sT(t RN CE 5m) (4.88)
m=0

where 1/./r represents the decrease in the wave amplitude due to the omni-directional 2D radiation, and r/c is
the delay due to the travel distance between the reference PWAS (m = 0) and the point P. Constructive
interference between the received signals is achieved when §,, = m%cos (¢hg), which yields

1
() =M - WsT(t—g) (4.89)

At the target, the signal is backscattered with a backscatter coefficient, A. Hence, the signal received back at
each PWAS will be A'TMsT(t - % + Am(qb)). The receiver beamformer equation assembles the signals from

90
120 60

150, 30

180 0

FIGURE 4.30 Beamforming pattern for a nine-sensor array (spacing I=2/2) with 53° target azimuth.
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FIGURE 4.31 Experimental setup for the EUSR method showing the PWAS phased array.
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FIGURE 4.32 Crack detection in a plate: (a) schematic of crack location and size; (b) crack imaging and crack echo the
EUSR algorithm window.

all the PWAS with the appropriate time delays, i.e.:
A-ME 2R
sp(t) = —— Z 5T(t ——+A(d)— 5,") (4.90)
R = c
m=0
For 0,, = m%cos (), the receive signal will be again boosted M times. Hence:

A2 M-1
sp(f) = /% D ST(t — ﬁ) (4.91)
m=0 ¢

The practical implementation of the EUSR principle in detecting small cracks in large metallic plates is
illustrated in Figure 4.31 and Figure 4.32. Remarkable about the EUSR method is its simplicity, illustrated by
two things: (a) the PWAS transducers are flush with the plate surface and hence quite unobtrusive; and (b) the
signal acquisition is very simple, since all the phased array processing is done in virtual time using an array of
elemental signals recorded in a round-robin fashion (Giurgiutiu and Lyshevski, 2004, Section 4.14). These
aspects make this micromechatronics approach to phased-array technology much simpler than that of
convention ultrasonics technology.

PWAS Modal Sensors and the Electromechanical Impedance Method

PWAS transducers can also act as in-situ modal sensors that can directly measure the high-frequency local
impedance of the support structure. This remarkable property can be understood from the analysis of a
constrained PWAS (Figure 4.33). The effect of the constraining stiffness is to modulate the electromechanical
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FIGURE 4.33 Schematic of a constraint piezoelectric wafer active sensor under harmonic ac excitation.
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impedance with a term 7 = kg, /kp,r that represents the dynamic stiffness ratio between the structural stiffness,
k> and the PWAS stiffness, kpwas, i.€.:

_ - 1 _ _
Y=iw - c[l—fcil(1—_7__)], Z=Y" (4.92)
pcotp+r

The structural stiffness kg, () = [k(w) — ? m(w)] — iwc(w) contains frequency dependent stiffness, mass, and
damping coefficients. The PWAS stiffness is simply kpwas = byt,/s5il,. A bar above the quantities signifies
complex values resulting from the consideration of internal damping. The structural stiffness can be calculated
in terms of axial and flexural vibration modes. For 1D vibrations, we have

-1

2 2
F Unu (xa + Za) - Unu (xa) h 2 szw (Xa + la) - WLW (xa)

Kurl) = 272 = pA Z[ PRy ] +(—)Z[ PR Y ]
UpyT CL)nu + 21€”u 2 COnw + 21an

My

(4.93)

where n,, @, , U, (x), and ny, o, , W, (x) are the axial and flexural vibrations indices, frequencies, and mode
shapes.
For a circular PWAS (Figure 4.24b), the constrained admittance is

' % (1 +v)]i(@,)
Y(w) =3ioC1-K) - | 1+ —2 ST
@ {lw o [ TR 002 = 0= w90 = £ 1)1+ vli(e,)

(4.94)
For a circular plate, the structural stiffness can be calculated using the formula
25 [raR(r) = [§ Re(DH(r, = nar]R(r) ™
h 2 _9; 2
kel =atp - [ 15 (G ERODCT @) (495)
hz [SYm(ra) + Ty " Ym(ra)] . Ym(ra)
2 - — 2ig0oy, + ©°)

where Ri(r), Py and Y,(r), Gy, are the modeshapes and the modal participation factors for axial and flexural
vibrations of the circular plate. Experimental validation of the electromechanical impedance method is
illustrated in Figure 4.34 for the case of 2D radial symmetric vibration of a circular plate. The structural
resonances are reflected directly in the real part of the electromechanical impedance as measured at the PWAS
terminals. A full treatment of the electromechanical impedance method and further experimental validation
are given in Sections 4.15 to 4.17 of Giurgiutiu and Lyshevski (2004).

Microcontrollers Sensing, Actuation, and Process Control

Microcontroller-based devices and appliances can found in many areas of our everyday life. For example, the
auto industry is putting tens of microcontrollers in a modern automobile, and plans to increase this number
multifold as newer technologies are introduced. Figure 4.35a shows a generic computer architecture, while
Figure 4.35b shows the architecture specific for microcontrollers. A microcontroller can be defined as a
complete computer system on a chip, including CPU, memory, clock oscillator, and I/O devices. When some
of these elements (such as the I/O or memory) are missing, the chip circuit would be called a microprocessor.
The CPU in a personal computer is a microprocessor. Microcontrollers are commonly associated with
embedded applications since they are placed directly inside a piece of machinery.
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FIGURE 4.34 Experimental and calculated spectra for a circular plate specimen E/M impedance in the 0.5 to 40 kHz
frequency range.
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FIGURE 4.35 (a) Generic computer architecture; (b) microcontroller architecture; (c¢) 68HC11 microcontroller.

The MC68HCI1 microcontroller family has an 8-bit architecture with advanced on-chip peripheral
capabilities despite its small size (Figure 4.35c). The MC68HC11 has a nominal bus speed of 2 MHz, which is
quite sufficient for many mechatronics applications that interface mechanical and electromechanical systems.
A block diagram of the MC68HC11 microcontroller is shown in Figure 4.36. This diagram shows the major
subsystems and the designation of the pins used by each subsystem: 6-bit free running timer (Port A); 8-bit
parallel output (Port B); programmable bidirectional 8-bit parallel input/output port (Port C); two-pin
asynchronous serial communications interface (SCI) and four-pin synchronous serial peripheral interface
(SPI) as part of the six-pin Port D; four-channel 8-bit analog-to-digital (A/D) converter (Port E).

Two typical microcontroller applications are illustrated next. Figure 4.37 shows the use of the
microcontroller for pulse width modulation (PWM) control of a dc motor. The experimental setup shown
in Figure 4.37a includes the microcontroller mounted on an evaluation board (EVB), the driver circuit inside a
transparent plastic case, the dc motor, and a multimeter. Figure 4.37b shows the experimental calibration
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FIGURE 4.36 Block diagram of the MC68HC11 microcontroller family.

Microcontoll.r - N 119 DC motor PWM control calibration
EVB_ ' 0.9
087
e e -~ 0.7
é 0.6
§ 057 —— Type 1 DC motor
0.4 - (R=1.30hm)
u —=— Type 2 DC motor
03 (R=4.1 Ohm)
0.2+ ---- ldeal DC motor
0.1 response
0 = T T T T 1
0 0.2 0.4 0.6 0.8 1

(b)

FIGURE 4.37 PWM control of a dc motor: (a) experimental setup; (b) experimental calibration curves.

curves raised for two dc motor types, and the ideally linear curve. It is apparent that motor nonlinearities
differ from motor to motor.

The use of microcontrollers in process control is illustrated in Figure 4.38. In the case of open-loop control,
the microcontroller is used to control the pump for a calibrated duration of time, based on the known pump
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FIGURE 4.38 Schematic diagram of filling a bottle under microcontroller supervision: (a) open-loop control; (b) closed-
loop control.

characteristics. However, should the pump characteristics or the fluid viscosity change, a new calibration
would be required to achieve the desired fill level. This situation can be alleviated by the use of closed-loop
control. In this case, a fill sensor is added to the system. The fill sensor signals to the microcontroller when the
fill level has been reached and the microcontroller stops the pump. The closed-loop control, though initially
more expensive to implement, it is more versatile and can save money over the plant life-cycle operation.
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4.4 Nanocomputers, Nano-Architectronics, and Nano-ICs*

Sergey Edward Lyshevski

This section discusses far-reaching developments in design, analysis, modeling, and synthesis of nano-computers
using nanotechnology. In particular, nano-ICs can be applied to synthesize and design nano-computers utilizing
two- and three-dimensional architectures. The nano-architectronics paradigm allows one to develop high-
performance nano-ICs utilizing recently developed nanoelectronics components and devices, including
nanoscale transistors, switches, capacitors, etc. Nanotechnology offers benchmarking opportunities to
fabricate the components needed, and to date, different nanotechnologies are under development. Though
molecular-, single-electron, carbon-, silicon-, GaAs-, and organic-based electronics have been developed to

*Parts of this section were published in: S.E. Lyshevski, Nanocomputer Architectronics and Nanotechnology, in Handbook of
Nanoscience, Engineering, and Technology, W.A. Goddard, D.W. Brenner, S.E. Lyshevski, and G.J. lafrate, Eds., CRC Press, Boca
Raton, FL, 2003.
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fabricate nanodevices, and promising pioneering results have been reported, it is difficult to accurately predict
and envision the most promising high-yield affordable technologies and processes. Correspondingly, while
covering some nanotechnologies to fabricate nanodevices and nano-ICs, this section focuses on the advanced
concepts in fundamental and applied research in nanocomputers synthesis, design, and analysis. Mathematical
models are developed using nanodevices and nano-ICs behavior description. The models proposed are
straightforwardly applied to perform analysis, design, simulation, and optimization of nanocomputers.
Novel methods in design of nanocomputers and their components are documented. Fundamental and
applied results documented expand the horizon of nanocomputer theory and practice. It is illustrated that high-
performance nanocomputers can be devised and designed using nano-ICs integrated within the
nanoarchitectronics concept to synthesize two- and three-dimensional computer topologies with novel robust
fault-tolerant organizations.

Introduction

Recently, meaningful applied and experimental results in nanoelectronic have been reported [1-15]. Though
fundamental research has been performed in analysis of nanodevices, a limited number of feasible technologies
has been developed to date to design applicable nanodevices operating at room temperature. However, the
progress made in integrated carbon/silicon-based technology provides the confidence that nanoscale devices
will be mass-produced in the nearest future. Unfortunately, no perfect nanodevices and large-scale nanodevice
assemblies (matrices) can be fabricated. Correspondingly, novel adaptive and robust computing
architectures, topologies, and organizations must be devised and developed. Our goal is to further expand
and apply the fundamental theory of nanocomputers, develop the basic research toward sound nanocomputer
theory and practice, as well as report the application of nanotechnology to fabricate nanocomputers and their
components.

Several types of nanocomputers have been proposed. For the last one thousand years the synthesis and design
of computers have been performed as a sequence of different paradigms and changes, e.g., from gears to relays,
then to valves and to transistors, and more recently (in the 1980s) to integrated circuits [16]. Currently, IC
technology progressed to the point that hundreds of millions of transistors are fabricated on a 1 cm” silicon
chips. The transistors are downsized to hundreds of nanometers using 50- and 70-nm fabrication technologies.
However, the silicon-based technology reaching the limit, and scaling laws cannot be applied due to the
fundamental limitations and basic physics [17-26]. Nanotechnology allows one to fabricate nanoscale
transistors that operate based on the quantum mechanics paradigms. Furthermore, computing can be
performed utilizing quantum principles. Digital computers use bits (charged is 1 and not charged is 0). A
register of 3 bits is represented by eight numbers, e.g., 000, 001, 010, 100, 011, 101, 110, and 111. In the quantum
state (quantum computing), an atom (1 bit) can be in two places at once according to the laws of quantum
physics. Therefore, two atoms (quantum bits or qubits) can represent eight numbers at any given time. For x
number of qubits, 2* numbers are stored. Parallel processing can take place on the 2* input numbers, performing
the same task that a classical computer would have to repeat 2* times or use 2* processors working in parallel.
Therefore, a quantum computer offers an enormous gain in the use of computational resources in terms of time
and memory. Unfortunately, limited progress has been made to date in practical application of this concept.
Though conventional computers require exponentially more time and memory to match the power of a
quantum computer, it is unlikely that quantum computers will become the reality in the near observable future.
Correspondingly, experimental, applied, and fundamental research in nanocomputers has been performed to
significantly increase the computational and processing speed, memory, and other performance characteristics
utilizing novel nanodevices through application of nanotechnology (rather than solely rely on the quantum
computing and possible quantum computers due to existing formidable challenges). Nanocomputers will allow
one to compute and process information thousands of times faster than advanced computers.

Bioelectrochemical nanocomputers store and process information utilizing complex electrochemical
interactions and changes. Bioelectrochemical nanobiocircuits that store, process, and compute exist in nature
in enormous variety and complexity evolving through thousands of years of evolution. The development and
prototyping of bioelectrochemical nanocomputer and three-dimensional circuits have progressed through
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engineering bioinformatic and biomimetic paradigms. Mechanical nanocomputers can be designed using tiny
moving components (nanogears) to encode information. These nanocomputers can be considered as evolved
Babbage computers (in 1822 Charles Babbage built a six-digit calculator that performed mathematical
operations using gears). Complexity of mechanical nanocomputers is a major drawback, and this deficiency
unlikely can be overcome.

First-, second-, third-, and fourth-generations of computers emerged, and tremendous progress has been
achieved. The Intel® Pentium™ 4 (3 GHz) processor was built using advanced Intel® NetBurst™ micro-
architecture. This processor ensures high-performance processing, and is fabricated using 0.13-micron
technology. The processor is integrated with high-performance memory systems, e.g., 8 KB L1 data cache, 12 K
pops L1 Execution Trace Cache, 256 KB L2 Advanced Transfer Cache and 512 KB Advance Transfer Cache.
Currently, 70 and 50 nm technologies are emerged and applied to fabricate high-yield high-performance ICs
with billions of transistors on a single 1 cm® die. Further progress is needed, and novel developments are
emerging. The fifth generation of computers will be built using emerging nano-ICs. This section studies the
application of nanotechnology to design nanocomputers with nano-ICs. Synthesis, integration, and imple-
mentation of new affordable, high-yield nano-ICs are critical to meet Moore’s first law. Figure 4.39 illustrates
the first and second Moore laws (reported data and foreseen trends can be viewed as controversial and subject
to adjustments; however, the major trends and tendencies are obvious, and most likely cannot be seriously
argued and disputed) [10].

Nanotechnology and far-reaching fundamental progress eventually will lead to three-dimensional nano-ICs.
This will result in synthesis and design of nanocomputers with novel computer architectures, topologies, and
organizations. These nano-ICs and nanocomputers will guarantee superior level of overall performance. In
particular, compared with the existing most advanced computers, in nanocomputers the execution time,
switching frequency, bandwidth, and size will be decreased by the order of millions, while the memory capacity
will be increased by the order of millions. However, significant challenges must be overcome particularly in
synthesis and design of three-dimensional nanodevices, nanoelectronics, and nano-ICs. Many problems (novel
nanocomputer architectures, advanced organizations, robust adaptive topologies, high-fidelity modeling, data-
intensive analysis, heterogeneous simulations, optimization, reconfiguration, self-organization, robustness,
utilization, and other) must be addressed, researched, and solved. Many of the above-mentioned problems have
not been even addressed yet. Because of tremendous challenges, much effort must be focused to solve these
problems. This section formulates and solves some long-standing fundamental and applied problems in
synthesis, design, analysis, and optimization of nanocomputers utilizing nano-ICs. The fundamentals of
nanocomputer architectronics are reported, and the basic organizations and topologies are examined progressing
from the general system-level consideration to the nanocomputer subsystem/unit/device-level study.
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Nano-Electronics and Nanocomputer Fundamentals

In general, both reversible and irreversible nanocomputers can be designed. Nowadays, all existing computers
are irreversible. The system is reversible if it is deterministic in the reverse and forward time directions. The
reversibility implies that no physical state can be reached by more than one path (otherwise, reverse evolution
would be nondeterministic). Current computers constantly irreversibly erase temporary results, and thus the
entropy changes. The average instruction execution speed (in millions of instructions executed per second, Ips)
and cycles per instruction are related to the time required to execute instructions as given by Tins; = 1/fock- The
clock frequency fgoac depends mainly on the ICs or nano-ICs used as well as upon the fabrication technologies
(for example, the switching frequency 3 GHz was achieved in the existing Intel Pentium processors). The
quantum mechanics implies an upper limit on the frequency at which the system can switch from one state to
another. This limit is found as the difference between the total energy E of the system and ground state energy Ey.

4
We have the following explicit inequality to find the maximum switching frequency f; < 7 (E — Ey). Here, his the

Planck constant, and h = 6.626 x 107>* ] sec or J/Hz. An isolated nanodevice, consisting of a single electron at a
potential of 1 V above its ground state, contains 1 eV of energy (1 eV = 1.602 x 10~"° J) and therefore cannot

4 _
change its state faster than f; < —(E — E;) 1.602 X 107" = 0.97 X 10" Hz. For example, the

T 662610
switching frequency can be achieved in the range up to 1 x 10'° Hz. We conclude that the switching frequency

of nano-ICs can be significantly increased compared with currently used CMOS technology-based ICs.

In asymptotically reversible nanocomputers, the generated entropy is found as S = b/t,, where b is the
entropy coefficient that varies from 1x 107 to 1x 10° bits/GHz for ICs, and from 1 to 10 bits/GHz for
quantum FETs; ¢, is the length of time over which the operation is performed. Hence, the minimum entropy
and processing (operation) rate for quantum nanodevices are S = 1 bit/operation and r. = 1x 10>
operation/sec cm?, while CMOS technology allows one to fabricate devices with S = 1 x 10° bits/operation
and r. = 3.5 x 10'® operation/sec cm”.

The nanocomputer architecture integrates the functional, interconnected, and controlled hardware units
and systems that perform propagation (flow), storage, execution, and processing of information (data).
Nanocomputer accepts digital or analog input information, processes and manipulates it according to a list of
internally stored machine instructions, stores the information, and produces the resulting output. The list of
instructions is called a program, and internal storage is called memory.

In general, nanocomputer architecture can be synthesized utilizing the following major systems: (1) input—
output, (2) memory, (3) arithmetic and logic, and (4) control units.

The input unit accepts information from electronic devices or other computers through the cards
(electromechanical devices, such as keyboards, can be also interfaced). The information received can be stored
in the memory, and then manipulated and processed by the arithmetic and logic unit (ALU). The results are
output using the output unit. Information flow, propagation, manipulation, processing, and storage
(memory) are coordinated by the control unit. The arithmetic and logic unit, integrated with the control unit,
is called the processor or central processing unit (CPU). Input and output systems are called the input—output
(I/0) unit. The memory unit integrates memory systems that stores programs and data. There are two main
classes of memory, called primary (main) and secondary memory. The primary memory is implemented using
nano-ICs that can consist of billions of nanoscale storage cells (each cell can store one bit of information).
These cells are accessed in groups of fixed size called words. The main memory is organized such that the
contents of one word can be stored or retrieved in one basic operation called a memory cycle. To provide
consistent direct access to any word in the main memory in the shortest time, a distinct address number is
associated with each word location. A word is accessed by specifying its address and issuing a control
command that starts the storage or retrieval process. The number of bits in a word is called the word length.
Word lengths vary, for example, from 16 to 64 bits. Personal computers and workstations usually have a few
million words in the main memory, while nanocomputers can have hundreds of millions of words with the
time required to access a word for reading or writing within the picosecond range. Although the main memory
is essential, it tends to be expensive and volatile. Therefore, nano-ICs can be effectively used to implement the
additional memory systems to store programs and data forming secondary memory.
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Using the number of instructions executed (N), the number of cycles per instruction (Cp;), and the clock

frequency (fuock), the program execution time is found to be T, = fo—cm
clock

the clock frequency fyoq. the software influences the number of instructions executed N, while the
nanocomputer architecture defines the number of cycles per instruction Cpy.
One of the major performance characteristics is the time it takes to execute a program. Suppose Nj,g is the

. In general, the hardware defines

number of the machine instructions needed to be executed. A program is written in high-level language,
translated by compiler into machine language, and stored. An operating system software routine loads the
machine language program into the main memory for execution. Assume that each machine language
instruction requires Ny, basic steps for execution. If basic steps are executed at the constant rate of Ry (steps/
N X N, . . s .

nst . % The main goal is to minimize T.,. Optimal

memory and processor design allows one to achieve this goal. The access to operands in processor registers is

sec), then the time to execute the program is T, =

significantly faster than access to the main memory. Suppose that instructions and data are loaded into the
processor. Then they are stored in a small and fast cache memory (high-speed memory for temporary storage of
copies of the sections of program and data from the main memory that are active during program execution) on
the processor. Hence, instructions and data in cache are accessed repeatedly and correspondingly. The program
execution will be much faster. The cache can hold small parts of the executing program. When the cache is full, its
contents are replaced by new instructions and data as they are fetched from the main memory. A variety of cache
replacement algorithms are used. The objective of these algorithms is to maximize the probability that the
instructions and data needed for program execution can be found in the cache. This probability is known as the
cache hit ratio. A high hit ratio means that a large percentage of the instructions and data are found in the cache,
and the requirement to access the slower main memory is reduced. This leads to decreasing in the memory access
basic step time components of N.p, and this results in a smaller T,. The application of different memory
systems results in a memory hierarchy concept as will be studied later. The nanocomputer memory hierarchy is
shown in Figure 4.40. As was emphasized, to attain efficiency and high performance, the main memory should
not store all programs and data. Specifically, caches are used. Furthermore, virtual memory, which has the largest
capacity but the slowest access time, is used. Segments of a program are transferred from the virtual memory to
the main memory for execution. As other segments are needed, they may replace the segments existing in the
main memory when the main memory is full. The sequential controlled movement of large program and data
between the cache, main, and virtual memories, as programs execute, is managed by a combination of operating
system software and control hardware. This is called the memory management.
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FIGURE 4.40 Processor and memory hierarchy in nanocomputer with cache (primary and secondary), primary (main)
memory, and virtual memories.
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Using the memory hierarchy illustrated in Figure 4.40, the CPU communicates directly only with M;, and
M, communicates with M,, and so on. Therefore, for the CPU to assess the information, stored in the memory
M;, requires the sequence of j data transfer as given by

]\4]'_1 = ]\4]',]\4]'_2 = ]\4]‘_17 .. ‘Ml = Mz, CPU = Ml

However, the memory bypass can be implemented and effectively used.

To perform computing, specific programs consisting of a set of machine instructions are stored in the main
memory. Individual instructions are fetched from the memory into the processor for execution. Data used as
operands are also stored in the memory. The connection between the main memory and the processor that
guarantees the transfer of instructions and operands is called the bus. A bus consists of a set of address, data,
and control lines. The bus permits transfer of program and data files from their long-term location (virtual
memory) to the main memory. Communication with other computers is ensured by transferring the data
through the bus. Normal execution of programs may be preempted if some IO device requires urgent control.
To perform this, specific programs are executed, and the device sends an interrupt signal to the processor. The
processor temporarily suspends the program that is being executed, and executes the special interrupt service
routine instead. After providing the required interrupt service, the processor switches back to the interrupted
program. During program loading and execution, the data should be transferred between the main memory
and secondary memory. This is performed using the direct memory access.

Nanocomputers can be classified using different classification principles. For example, making use of the
multiplicity of instruction and data streams, the following classification can be applied:

1. Single instruction stream/single data stream—conventional word-sequential architecture including
pipelined nanocomputers with parallel arithmetic logic unit (ALU)

2. Single instruction stream/multiple data stream—multiple ALU architectures, e.g., parallel-array
processor (ALU can be either bit-serial or bit-parallel)

3. Multiple instruction stream/single data stream

4. Multiple instruction stream/multiple data stream —the multiprocessor system with multiple control unit

The execution of most operations is performed by the ALU. In the ALU, the logic nanogates and
nanoregisters used to perform the basic operations (addition, subtraction, multiplication, and division) of
numeric operands, and the comparison, shifting, and alignment operations of general forms of numeric and
nonnumeric data. The processors contain a number of high-speed registers, which are used for temporary
storage of operands. A register, as a storage device for words, is a key sequential component, and registers are
connected. Each register contains one word of data and its access time at least ten times faster than the main
memory access time. A register-level system consists of a set of registers connected by combinational data-
processing and data-processing nano-ICs. Each operation is implemented as given by the following statement:

cond: X:= f(x1,%2,...,Xi_1,%;)

Thus, when the condition cond holds, compute the combinational function of f on x;, x,, ..., x;—1, x; and
assign the resulting value to X. Here, cond is the control condition prefix which denotes the condition that
must be satisfied; X, xy, X5, . . ., Xj—1, x; are the data words or the registers that store them; fis the function to be
performed within a single clock cycle.

Suppose that two numbers located in the main memory should be multiplied, and the sum must be stored
back into the memory. Using instructions, determined by the control unit, the operands are first fetched from the
memory into the processor. They are then multiplied in the ALU, and the result is stored back in memory.
Various nano-ICs can be used to execute data-processing instructions. The complexity of the ALU is determined
by the arithmetic instruction implementation. For example, ALUs that perform fixed-point addition, subtrac-
tion, and word-based logic can be implemented as combinational nano-ICs. The floating-point arithmetic
requires complex implementation and arithmetic coprocessors to perform complex numerical functions
needed. The floating-point numerical value of a number X is (X;,,, X.), where X, is the mantissa and X, is the
fixed-point number. Using the base b (usually, b = 2), we have X = X, X b*. Therefore, the general basic
operations are quite complex and some problems (biasing, overflow, underflow, etc.) must be resolved.
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Memory—processor interface—A memory unit that integrates different memory systems stores the
information (data). The processor accesses (reads or loads) the data from the memory systems, performs
computations, and stores (writes) the data back to memory. The memory system is a collection of storage
locations. Each storage location (memory word) has a numerical address. A collection of storage locations
forms an address space. Figure 4.41 documents the data flow and its control, representing how a processor is
connected to a memory system via address, control, and data interfaces. High-performance memory systems
should be capable of serving multiple requests simultaneously, particularly for vector nanoprocessors.

When a processor attempts to load or read the data from the memory location, the request is issued and the
processor stalls while the request returns. While nanocomputers can operate with overlapping memory
requests, the data cannot be optimally manipulated if there are long memory delays. Therefore, a key
performance parameter in the design of nanocomputer is the effective speed of its memory. The following
limitations are imposed on any memory systems: the memory cannot be infinitely large, cannot contain an
arbitrarily large amount of information, and cannot operate infinitely fast. Hence, the major characteristics are
speed and capacity.

The memory system performance is characterized by the latency (7)) and bandwidth (B,,). The memory
latency is the delay as the processor first requests a word from memory until that word arrives and is available
for use by the processor. The bandwidth is the rate at which information can be transferred from the memory
system. Taking note of the number of requests that the memory can service concurrently Nyeques» we have

B, = %"e“. Using nano-ICs, it become feasible to design and build superior memory systems with desired
capacity, low latency, and high bandwidth approaching the physical limits. Using nano-ICs, it will be possible
to match the memory and processor performance characteristics.

Memory hierarchies provide decreased average latency and reduced bandwidth requirements, whereas
parallel memories provide higher bandwidth. As was emphasized, nanocomputer architectures that utilize a
small and fast memory located in front of a large but relatively slow memory, can tremendously enhance speed
and memory capacity by making use of nano-ICs. This results in application of registers in the CPU, and most
commonly accessed variables should be allocated at registers. A variety of techniques, employing either
hardware, software, or a combination of hardware and software, are employed to ensure that most references
to memory are fed by the faster memory. The locality principle is based on the fact that some memory
locations are referenced more often than others. The implementation of spatial locality, due to the sequential
access, provides one with the property that an access to a given memory location increases the probability that
neighboring locations will soon be accessed. Making use of the frequency of program looping behavior,
temporal locality ensures access to a given memory location, increasing the probability that the same location
will be accessed again soon. It is evident that if a variable was not referenced for a while, it is unlikely that this
variable will be needed soon.

As illustrated in Figure 4.40, the top of the memory hierarchy level consists of superior speed CPU registers.
The next level in the hierarchy is a high-speed cache memory. The cache can be divided into multiple levels,
and nanocomputers will likely have multiple caches that can be fabricated on the CPU nanochip. Below the
cache memory is the slower but larger main memory, and then the large virtual memory, which is slower than
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the main memory. These levels can be designed and fabricated utilizing different nano-ICs. Three performance
characteristics (access time, bandwidth, and capacity) and many factors (affordability, robustness, adaptability,
reconfigurability, etc.) support the application of multiple levels of cache memory and the memory hierarchy
concept. The time needed to access the primary cache should match with the clock frequency of the CPU,
and the corresponding nano-ICs must be used. We place a smaller first-level (primary) cache above a larger
second-level (secondary) cache. The primary cache is accessed quickly, and the secondary cache holds more
data close to the CPU. The nanocomputer architecture, built using nanoelectronics integrated within nano-ICs
assemblies, depends on the technologies available. For example, primary cache can be fabricated on the CPU
chip, while the secondary caches can be an on- or out-of-chip solution.

Size, speed, latency, bandwidth, power consumption, robustness, affordability, and other performance
characteristics are examined to guarantee the desired overall nanocomputer performance based upon the
specifications imposed. The performance parameter, which can be used to quantitatively examine different
memory systems, is the effective latency 7.r. We have:

Tef = ThitRhit T Tmiss(1 — Rpit),

where Th;; and T are the hit and miss latencies, Ry, is the hit ratio, and Ry,; < 1.

If the needed word is found in a level of the hierarchy, it is called a hit. Correspondingly, if a request must be
sent to the next lower level, the request is said to be a miss. The miss ratio is given as Ryjss = (1 — Ryj,). These
Rypir and Ry ratios are strongly influenced by the program being executed and influenced by the high-/low-
level memory capacity ratio. The access efficiency E. of multiple-level memory (i — 1 and i) is found using the
access time, and hit and miss ratios. In particular:

1
Eef =

taccess time i—1 R +R
P miss hit
access time 1

The hardware can dynamically allocate parts of the cache memory for addresses likely to be accessed soon. The
cache contains only redundant copies of the address space. The cache memory can be associative or content-
addressable. In an associative memory, the address of a memory location is stored along with its content.
Rather than reading data directly from a memory location, the cache is given an address and responds by
providing data that might or might not be the data requested. When a cache miss occurs, the memory access is
then performed from main memory, and the cache is updated to include the new data. The cache should hold
the most active portions of the memory, and the hardware dynamically selects portions of main memory to
store in the cache. When the cache is full, some data must be transferred to the main memory or deleted.
Therefore, a strategy for cache memory management is needed. Cache management strategies are based on the
locality principle. In particular, spatial (selection of what is brought into the cache) and temporal (selection of
what must be removed) localities are embedded. When a cache miss occurs, hardware copies a contiguous
block of memory into the cache, which includes the word requested. This fixed-size memory block can be
small (bit or word) or hundreds of bytes. Caches can require all fixed-size memory blocks to be aligned. When
a fixed-size memory block is brought into the cache, it is likely that another fixed-size memory block must be
removed. The selection of the removed fixed-size memory block is based on the effort to capture temporal
locality. In general, this is difficult to achieve. Correspondingly, viable methods are used to predict future
memory accesses. A least-recently-used concept can be the preferred choice for nanocomputers.

The cache can integrate the data memory and the tag memory. The address of each cache line contained in the
data memory is stored in the tag memory (the state can also track which cache line is modified). Each line
contained in the data memory is allocated by a corresponding entry in the tag memory to indicate the full
address of the cache line. The requirement that the cache memory be associative (content-addressable)
complicates the design because addressing data by content is more complex than by its address (all tags must be
compared concurrently). The cache can be simplified by embedding a mapping of memory locations to cache
cells. This mapping limits the number of possible cells in which a particular line may reside. Each memory
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location can be mapped to a single location in the cache through direct mapping. Although there is no choice of
where the line resides and which line must be replaced, however, poor utilization results. In contrast, a two-way
set-associative cache maps each memory location into either of two locations in the cache. Hence, this mapping
can be viewed as two identical directly mapped caches. In fact, both caches must be searched at each memory
access, and the appropriate data selected and multiplexed on a tag match hit and on a miss. Then, a choice
must be made between two possible cache lines as to which is to be replaced. A single least-recently-used bit can
be saved for each such pair of lines to remember which line has been accessed more recently. This bit must be
toggled to the current state each time. To this end, an M-way associative cache maps each memory location into
M memory locations in the cache. Therefore, this cache map can be constructed from M identical direct-mapped
caches. The problem of maintaining the least-recently-used ordering of M cache lines is primarily due to the fact
that there are M! possible orderings. In fact, it takes at least log, M! bits to store the ordering. It can be envisioned
that a two-, three-, or four-way associative cache will be implemented in nanocomputers.

Consider the write operation. If the main memory copy is updated with each write operation, then write-
through or store-through technique is used. If the main memory copy is not updated with each write
operation, write-back or copy-back or deferred writes algorithm is enforced. In general, the cache coherence or
consistency problem must be examined due to the implementation of different bypass techniques.

Parallel Memories—Main memories can comprise a series of memory nanochips or nano-ICs on a single
nanochip. These nano-ICs form a nanobank. Multiple memory nanobanks can be integrated together to form
a parallel main memory system. Since each nanobank can service a request, a parallel main memory system
with Ny, nanobanks can service Ny, requests simultaneously, increasing the bandwidth of the memory
system by Ny, times the bandwidth of a single nanobank. The number of nanobanks is a power of 2, that is,
Nump = 2F. An n-bit memory word address is broken into two parts: a p-bit nanobank number and an m-bit
address of a word within a nanobank. The p bits used to select a nanobank number could be any p bits of the
n-bit word address. Let us use the low-order p address bits to select the nanobank number, and the higher
order m = n — p bits of the word address is used to access a word in the selected nanobank.

Multiple memory nanobanks can be connected using simple paralleling and complex paralleling. Figure 4.42
shows the structure of a simple parallel memory system where m address bits are simultaneously supplied to all
memory nanobanks. All nanobanks are connected to the same read/write control line. For a read operation,
the nanobanks perform the read operation and deposit the data in the latches. Data can then be read from the
latches one by one by setting the switch appropriately. The nanobanks can be accessed again to carry out
another read or write operation. For a write operation, the latches are loaded one by one. When all latches
have been written, their contents can be written into the memory nanobanks by supplying m bits of address. In
a simple parallel memory, all nanobanks are cycled at the same time. Each nanobank starts and completes its
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FIGURE 4.42 Simple and complex parallel main memory systems.
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individual operations at the same time as every other nanobank, and a new memory cycle starts for all
nanobanks once the previous cycle is complete.

A complex parallel memory system is documented in Figure 4.42. Each nanobank is set to operate on its own
independent of the operation of the other nanobanks. For example, the ith nanobank performs a read operation
on a particular memory address, while the (i + 1)th nanobank performs a write operation on a different and
unrelated memory address. Complex paralleling is achieved using the address latch and a read/write command
line for each nanobank. The memory controller handles the operation of the complex parallel memory. The
processing unit submits the memory request to the memory controller, which determines which nanobank
needs to be accessed. The controller then determines if the nanobank is busy by monitoring a busy line for each
nanobank. The controller holds the request if the nanobank is busy, submitting it when the nanobank becomes
available to accept the request. When the nanobank responds to a read request, the switch is set by the controller
to accept the request from the nanobank and forward it to the processing unit. It can be foreseen that complex
parallel main memory systems will be implemented in vector nanoprocessors. If consecutive elements of a
vector are present in different memory nanobanks, then the memory system can sustain a bandwidth of one
element per clock cycle. Memory systems in nanocomputers can have hundreds of nanobanks with multiple
memory controllers that allow multiple independent memory requests at every clock cycle.

Pipelining— Pipelining is a technique to increase the processor throughput with limited hardware in order
to implement complex datapath (data processing) units (multipliers, floating-point adders, etc.). In general, a
pipeline processor integrates a sequence of i data-processing nano-ICs (nanostages) which cooperatively
perform a single operation on a stream of data operands passing through them. Design of pipelining nano-ICs
involves deriving multistage balanced sequential algorithms to perform the given function. Fast buffer registers
are placed between the nanostages to ensure the transfer of data between nanostages without interfering with
one another. These buffers should be clocked at the maximum rate that guarantees the reliable data transfer
between nanostages.

As illustrated in Figure 4.43, the nanocomputers must be designed to guarantee the robust execution of
overlapped instructions using pipelining. Four basic steps (fetch F,—decode D;,—operate O;—write W;) with
specific hardware units are needed to achieve these steps. As a result, the execution of instructions can be
overlapped. When the execution of some instruction I; depends on the results of a previous instruction I;
which is not yet completed, instruction I; must be delayed. The pipeline is said to be stalled, waiting for the
execution of instruction I;_; to be completed. While it is not possible to eliminate such situations, it is
important to minimize the probability of their occurrence. This is a key consideration in the design of the
instruction set for nanocomputers and the design of the compilers that translate high-level language programs
into machine language.

Multiprocessors— Multiple functional units can be applied to attain the nanocomputer operation when more
than one instruction can be in the operating stage. The parallel execution capability, when added to the pipelining
of the individual instructions, means that more than one instruction can be executed per basic step. Thus, the
execution rate can be increased. This enhanced processor performance is called superscalar processing. The rate
Ry of performing basic steps in the processor depends on the processor clock rate. This rate is on the order of
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FIGURE 4.43 Pipelining of instruction execution.
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FIGURE 4.44 Multiprocessor architecture. The basic parallel organization for nanocomputers is represented in Figure 4.45.

billions steps per second in current high-performance nano-ICs. It was illustrated that physical limits prevent
single processors from being speeded up indefinitely. Nanocomputers with multiprocessors will speed up the
execution of large programs by executing subtasks in parallel. The main difficulty in achieving this is
decomposition of a given task into its parallel subtasks and ordering these subtasks to the individual processors in
such a way that communication among the subtasks will be performed efficiently and robustly. Figure 4.44
documents a block diagram of a multi-processor system with the interconnection network needed for data
sharing among the processors P;. Parallel paths are needed in this network in order to parallel activity to proceed
in the processors as they access the global memory space represented by the multiple memory units M;.
Nanocomputer Architectronics— The theory of computing, computer architecture, and networking is the
study of efficient robust processing and communication, modeling, analysis, optimization, adaptive networks,
architecture, and organization synthesis, as well as other problems of hardware and software design. These studies
have emerged as a synergetic fundamental discipline (computer engineering and science), and many problems
have not been solved yet. Correspondingly, a large array of questions remains unanswered. Nanocomputer
architectonics is the theory of nanocomputers devised and designed using fundamental theory and applying
nano-ICs. Our goal is to develop the nanocomputer achitectronics basics, e.g., fundamental methods in synthesis,
design, analysis, modeling, computer-aided design, etc. Nanocomputer achitectronics, which is a computer
science and engineering frontier, will allow one to solve a wide spectrum of fundamental and applied problems.
Applying the nanocomputer achitectronics paradigm, this section spans the theory of nanocomputers and
related areas, e.g., information processing, communication paradigms, computational complexity theory,
combinatorial optimization, architecture synthesis, optimal organization, and their applications. Making of the
nanocomputer achitectronics paradigms, one can address and study fundamental problems in nanocomputer
architecture synthesis, design, and optimization applying three-dimensional organization, application of
nano-ICs, multithreading, error recovery, massively parallel computing organization, shared memory
parallelism, message passing parallelism, etc. The nanocomputer fundamentals, operation, and functionality
can be devised through neuroscience. The key to understand learning, adaptation, control, architecture,
hierarchy, organization, memory, intelligence, diagnostics, self-organization, computing, and other system-level

FIGURE 4.45 Parallel nanocomputer organization to maximize computer concurrency.
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FIGURE 4.46 Vertebrate neuron (soma, axon with synaptic terminals, dendrites, and synapses), three-dimensional
nano-ICs, aligned carbon nanotubes, and single Cq, buckyballs on Si.

basics lies in the study of phenomena and effects in the central nervous system, its components (brain and spinal
cord), and the fundamental building blocks, e.g., neurons. Neuronal cells have a large number of synapses. A
typical nerve cell in the human brain has thousands of synapses, which establish communication and information
processing. The communication and processing are not fixed, but constantly change and adapt. Neurons function
in the hierarchically distributed robust adaptive network manner. During information transfer, some synapses on
a cell are selectively triggered to release specific neurotransmitters, while other synapses remain passive. Neurons
consist of a cell body with a nucleus (soma), axon (which transmits information from the soma), and dendrites
(which transmit information to the soma) (see Figure 4.46). It becomes possible to implement three-dimensional
nano-ICs structures using biomematic analogies as illustrated in Figure 4.46. For example, the complex inorganic
dendrite-like trees can be implemented using the carbon nanotube-base technology (the Y-junction branching
carbon nanotube networks ensure robust ballistic switching and amplification behavior desired in nano-ICs.
Other nanodevices are emerged. For example, single isolated Cyy molecules and multi-layered Cyo can form
nanodevices (superconducting transitions) (see Figure 4.46). Unfortunately, due to low temperature, the
buckyball Cgq solution in nanodevices is not feasible. However, the carbon-based technology is progressed to
possible application in nano-ICs within three-dimensional architectures.

Two- and three-dimensional topology aggregation—There is a critical need to study the topology
aggregation in the hierarchical distributed nanocomputer that will utilize two- and three-dimensional nano-
ICs. One can examine how a hierarchical network with multiple paths and routing domain functions. Figure
4.47 shows the principle of topology aggregation of nanodevices in nano-ICs for nanocomputers. For example,
the documented network consists of four routers (buffers) numbered 1, 2, 3, and 4, and interior (core) routers

FIGURE 4.47 Network topology aggregation.
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are illustrated. After the aggregation, a meshed network with four nodes represents the same topology. The
difficulty in topology aggregation is to calculate the link metrics to attain the accuracy and to synthesize
optimized network topologies. The aggregated link metrics can be computed using the methods used for
multiplayer artificial networks. The bandwidth and delay are integrated to optimize the hierarchically
distributed networks. We believe that the distributed-memory nanocomputers can be adaptively configured
and reconfigured based upon processing, communication, and control (instruction) parallelisms.

Nanocomputer Architecture

System-level performance analysis is based on mathematical models used to examine nanocomputers and
optimize their architectures, organization, topologies, and parameters, as well as to perform optimal
hardware-software codesign. Computers process inputs, producing outputs accordingly. To examine the
performance, one should develop and apply the mathematical model of a nanocomputer which comprises
central processing, memory, input—output control, and other units. However, one cannot develop the
mathematical model without explicitly specifying the nanocomputer architecture, identifying the optimal
organization, and synthesizing the topologies. There are different levels of abstraction for nanocomputer
architectures, organizations, models, etc.

Advanced nanocomputer architectures (beyond Von Neumann computer architecture) can be devised to
guarantee superior processing and communication speed. Novel nanodevices that utilize new effects and
phenomena to perform computing and communication are sought. For example, through quantum
computing, the information can be stored in the phase of wavefunctions, and this concept leads to utilization
of massive parallelism of these wavefunctions to achieve enormous processing speed.

The CPU executes sequences of instructions and operands, which are fetched by the program control unit
(PCU), executed by the data processing unit (DPU), and then placed in memory. In particular, caches (high-
speed memory where data is copied when it is retrieved from the random access memory improving the
overall performance by reducing the average memory access time) are used. The instructions and data form
instruction and data streams which flow to and from the processor. The CPU may have two or more
processors and coprocessors with various execution units and multi-level instruction and data caches. These
processors can share or have their own caches. The CPU datapath contains nano-ICs to perform arithmetic
and logical operations on words such as fixed- or floating-point numbers. The CPU design involves trade-off
analysis between the hardware, speed, and affordability. The CPU is usually partitioned on the control and
datapath units, and the control unit selects and sequence the data-processing operations. The core interface
unit is a switch that can be implemented as autonomous cache controllers operating concurrently and feeding
the specified number (32, 64, or 128) of bytes of data per cycle. This core interface unit connects all controllers
to the data or instruction caches of processors. Additionally, the core interface unit accepts and sequences
information from the processors. A control unit is responsible for controlling data flow between controllers
that regulate the in and out information flows. There is the interface to input/output devices. On-chip debug,
error detection, sequencing logic, self-test, monitoring, and other units must be integrated to control a
pipelined nanocomputer. The computer performance depends on the architecture and hardware components
(which are discussed in this chapter). Figure 4.48 illustrates the possible nanocomputer organization.

In general, nanodevices ensure high density, superior bandwidth, high switching frequency, low power, etc.
It is envisioned that in the near future nanocomputers will allow one to increase the computing speed by a
factor of millions compared with the existing CMOS ICs computers. Three-dimensional, multiple-layered,
high-density nano-IC assemblies, shown in Figure 4.49, are envisioned to be used. Unfortunately, the number
of formidable fundamental, applied, experimental, and technological challenges arise, e.g., robust operation
and characteristics of nano-ICs are significantly affected by the “second-order” effects (gate oxide and bandgap
tunneling, energy quantization, electron transport, etc., and, furthermore, the operating principles for
nanodevices can be based on the quantum effects), noise vulnerability, complexity, etc. It is well known that
high-fidelity modeling, data-intensive analysis, heterogeneous simulation, and other fundamental issues even
for a single nanodevice are not completely solved yet. In addition, the currently existing fabrication processes
and technologies do not allow one to fabricate ideal nanodevices and nanostructures. In fact, even molecular
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wires are not perfect. Different fabrication technologies, processes, and materials have been developed to attain
self-assembly and self-ordered features in fabrication of nanoscale devices [7-9] (see Figure 4.49). As an
example, the self-assembled and aligned carbon nanotube array is illustrated in Figure 4.49.

One of the basic components of the current computers is CMOS transistors fabricated using different
technologies and distinct device topologies. However, the CMOS technology and transistors fabricated by
using even most advanced CMOS processes reach physical limits. Therefore, the current research developments
have been concentrated on the alternative solutions, and leading companies (IBM, Intel, Hewlett-Packard,
etc.), academia, and government laboratories develop novel nanotechnologies. We study computer hardware.
Nanodevices (switches, logics, memories, etc.) can be implemented using the three-dimensional nanoelectronics
arrays illustrated in Figure 4.49. It must be emphasized that the extremely high-frequency logic gates can be

FIGURE 4.49 Three-dimensional multiple-layered high-density nanolIC assemblies (crossbar switching, logic, or memory
arrays), 3 nm wide parallel (six-atom-wide) erbium disilicide (ErSi,) nanowires (Hewlett-Packard), and carbon nanotube
array.
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FIGURE 4.50 (a) Carbon nanotube FETs; (b) inverter with CNFETs; (c) NOR gate with NFETs; (d) n- and p-channel
MOSFETs.

fabricated using carbon nanotubes, which are from 1 to 10 nm in diameter (100,000 times less than the diameter
of human hair). p- and n-type carbon nanotube field-effect transistors (CNFETs) with single- and multi-wall
carbon nanotubes as the channel were fabricated and tested [11]. The atomic force microscope image of a single-
wall CNFET (50 nm total length) and CNFET are documented in Figure 4.50(a).

It should be emphasized that a two-dimensional carbon nanotube structure can be utilized to devise and
build different transistors with distinct characteristics utilizing different phenomena [10,11]. For example,
twisted carbon nanotubes can be used. Carbon nanotubes can be grown on the surface using chemical vapor
deposition, deposited on the surface from solvent, etc. Photolithography can be used to attain the device-level
structural and functional integration connecting source, drain, gate, etc. One concludes that different transistors
topologies and configurations are available, and these results are reported in [11-13]. Taking note of this fact, we
use nanoscale field-effect transistors (NFET) to synthesize and analyze the nano-ICs. The carbon nanotube
inverter, formed using the series combination of p- and n-CNFETS, is illustrated in Figure 4.50.b. The gates and
drains of two CNFETs are connected together to form the input and output. The voltage characteristics can be
examined studying the various transistor bias regions. When the inverter input voltage Vj,, is either alogic 0 or a
logic 1, the current in the circuit is zero because one of the CNFETs is cut off. When the input voltage varies in
the region Vipreshold < Vin <V — | Vihreshold|» both CNFETs are conducting and a current exists in the inverter.

The current-control mechanism of the field-effect transistors is based on an electrostatic field established
by the voltage applied to the control terminal. Figure 4.50(d) shows an #n- and p-channel enhancement-type
MOSFETs with four terminals (the gate, source, drain, and base [substrate] terminals are denoted as G, S, D,
and B). Consider the n-channel enhancement-type MOSFETs. A positive voltage ugs, applied to the gate,
causes the free positively charged holes in the n-channel region. These holes are pushed downward into the
p-base (substrate). The applied voltage ugs attracts electrons from the source and drain regions into
the channel region. The voltage is applied between the drain and source, and the current flows through the
induced n-channel region. The gate and body form a parallel-plate capacitor with the oxide layer. The
positive gate voltage ugs causes the positive charge at the top plate, and the negative charge at the bottom is
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TABLE 4.3 Two-input NOR Logic Circuit with

Two NFETs
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0 1 0

1 1 0

formed by the electrons in the induced n-channel region. Hence, the electric field is formed in the vertical
direction. The current is controlled by the electric field applied perpendicularly to both the semiconductor
substrate and to the direction of current (the voltage between two terminals controls the current through
the third terminal). The basic principle of MOSFET operation is the metal-oxide-semiconductor capacitor,
and high-conductivity polycrystalline silicon is deposited on the silicon oxide. As a positive voltage ups is
applied, the drain current ip flows in the induced n-channel region from source to drain, and the magnitude
of ip is proportional to the effective voltage ugs — ugs;. If ugs is greater than the threshold value ugs;,
Ugs > Ugsy, the induced n-channel is enhanced. If one increases ups, the n-channel resistance is increased,
and the drain current ip, saturates, and the saturation region occurs as one increases Upg, to the upgg,, value.
The sufficient number of mobile electrons accumulated in the channel region to form a conducting channel
if the ugs is greater than the threshold voltage ugs, which usually is 1 V, e.g., thousands of electrons are
needed. It should be emphasized that in the saturation region, the MOSFET is operated as an amplifier,
while in the triode region and in the cutoff region, the MOSFET can be used as a switch. A p-channel
enhancement-type MOSFET is fabricated on an n-type substrate (body) with p* regions for the drain and
source. Here, the voltages applied ugs and ups, and the threshold voltage ugs,, are negative.

We use and demonstrate the application of nanoscale field-effect transistors (NFETS) to design the logic nano-
ICs. The NOR logic can be straightforwardly implemented when the first and second n-NFETs are connected in
parallel; (see Figure 4.50(c)). Different flip-flops usually are formed by cross-coupling NOR logic gates. If two
input voltages are zero, both n-NFETs are cut off, and the output voltage V,,,, is high. Specifically, V,,,= Vpp, and
if Vpp =1V, then V,,, = 1 V.If V},,; # 0 (for example, V;,; = 1 V) and V;,, = 0, the first n-NFET turns on and the
second n-NFET is still cut off. The first n-NFET is biased in the nonsaturation region, and V,, reaches the low
value (Vg = 0). By changing the input voltages such as V;,; = 0 and Vi, # 0 (Vi = 1 V), the first n-NFET
becomes cut off, while the second n-NFET is biased in the nonsaturation region. Hence, V, has the low value,
Vour = 0.If Vi,;; # 0 and V;,, # 0 (Vi,; = 1 Vand Vi, = 1 V), both n-NFETs become biased in the nonsaturation
region, and Vg is low (Vi = 0). Table 4.3 summarizes the result and explains how the NFET can be
straightforwardly used in nanocomputer units.

The series—parallel combination of the NFETs is used to synthesize complex logic gates. As an example, the
resulting carbon nanotube circuitry using n-NFETs to implement the Boolean output function Vi, =
f(A - B+ C) is illustrated in Figure 4.51. The n-NFETs executive OR logic gate V. = A ® B can be made;
(see Figure 4.51). If A = B = logic 1, the path exists from the output to ground trough NFET A and NFET B
transistors, and the output goes low. If A = B = logic 0 (A = B = logic 1), the path exists from the output to
ground trough NFET Al and NFET BI transistors, and the output goes low. For all other input logic signal

v Vou=f(A-B+C) v Voé,),=A®B
Q n-NEET n-NFETB1  n-NFET B
. Iy n-NFET G L4
n-NFET _gc —6—5 _(5_ B
n-NFET  n-NFET n-NFET A | n-NFET A1
G& & as- |4 &1
kY s - &a 54

FIGURE 4.51 Static logic gates V,,, = f(A - B+ C) and V,,, = A ® B synthesized using n- and p-NFETs.



4-58 Sensors, Nanoscience, Biomedical Engineering, and Instruments

oX
z
M
m
4

>
L3 el

VOUI

FIGURE 4.52 NanolCs pass network.

TABLE 4.4 Two-Input NOR Logic Circuit with Two NFETs

Input Gate Control

State A A B B NFET1 NFET2 V.
1 0 1 0 1 off On 1
2 1 0 0 1 Off On 0
3 0 1 1 0 On off 0
4 1 0 1 0 On Off 1
5 0 1 0 1 off On 1
6 1 0 0 1 off On 0
7 0 1 1 0 On Off 0
8 1 0 1 0 On Off 1

combinations, the output is isolated from ground, and, hence, the output goes high. Two logic gates V, =
f(A-B+C)and V,, = A ® B synthesized are the static nano-ICs (the output voltage is well defined and is
never left floating). The static nano-ICs can be redesigned adding the clock.

The nano-IC pass networks can be easily implemented. Consider the nano-ICs with two n-NFETs
documented in Figure 4.52. The nanolCs output V,, is determined by the conditions listed in Table 4.4. In
states 1 and 2, the transmission gate of NFET2 is biased in its conduction state (NFET2 is on), while NFET1 is
off. For state 1, A = logic 1 is transmitted to the output, and V,,, = 1. For state 2, A = logic 0, and though A =
logic 1, due to the fact that NFET1 is off, V,,,; = 0. In states 3 and 4, the transmission gate of NFET1 is biased,
and NFET?2 is off. For state 3, A = logic 0, we have V,, = 0 because NFET?2 is off (A = logic 1). In contrast, in
state 4, A = logic 1 is transmitted to the output, and V,,, = 1. For other states the results are reported in Table
4.4. We conclude that the output V,, is a function of two variables, e.g., gate control and input (logic) signals.

The clocked nano-ICs are dynamic circuits that in general precharge the output node to a particular level
when the clock is at a logic 0. The generalized clocked nano-ICs is illustrated in Figure 4.53, where Fy is the
NFETs network that performs the particular logic function Fy(X) of i variables, here X = (x1, x, .. ., Xj—1, X;).

Vout = FN(X)

Logic OR

FN Second n-NFET

Py 2y

V' p-NFET n-NFET B
Fu _l — First:l-;FEr

PERIETE Sl

A

é Cclock

FIGURE 4.53 Dynamic generalized clocked nanoIC with logic function Fy(X).
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FIGURE 4.54 One n-NFET dynamic RAM with the storage capacitor.

The set of X inputs to the logic nano-ICs Fy(X) is derived from the outputs of other static and dynamics nano-
ICs. When Cq = logic 0, the outputs of all inverters are a logic 0 during the precharged cycle, and during the
precharged cycle all x variables of X = (x}, x, ..., X,—1, x,) are logic 0. During the precharge phase, all NFETs
are cut off, and the transistor outputs are precharged to V. The transitions are possible only during the
evaluation phase. The output of the nonoICs buffer change from 0 to 1. Specifically, the logic OR function is
illustrated to demonstrate the generalized clocked nano-ICs in Figure 4.53.

Combination of logic gates is used to perform logic functions, addition, subtraction, multiplication,
division, multiplexing, etc. To store the information, memory cell nano-ICs are used. A systematic
arrangement of memory cells and peripheral nano-ICs (to address and write the data into the cells as well as to
delete data stored in the cells) constitute the memory. The NFETs can be used to build superior static and
dynamic random access memory (RAM is the read-write memory in which each individual cell can be
addressed at any time), programmable and alterable read-only memory (ROM is commonly used to store
instructions of a system operating systems). The static RAM (implemented using six NFETs) consists of a basic
flip-flop nano-IC with two stable states (0 and 1), while dynamic RAM (implemented using one NFET and
storage capacitor) stores one bit of information charging the capacitor. As an example, the dynamic RAM
(DRAM) cell is documented in Figure 4.54. In particular, the binary information is stored as the charge on the
storage capacitor Cs (logic 0 or 1). The DRAM cell is addressed by turning on the pass n-NFET via the world
line signal S, and charge is transferred into and out of C on the data line (C; is isolated from the rest of the
nano-ICs when the n-NFET is off, but the leakage current through the n-NFET requires the cell refreshment to
restore the original signal).

Dynamic shift registers are implemented using transmission gates and inverters, flip-flops are synthesized by
cross-coupling NOR gates, while delay flip-flops are built using transmission gates and feedback inverters.

Though for many nano-ICs (we do not consider the optical, single-electron, and quantum nano-ICs)
synthesis and design can be performed using the basic approaches, methods, and computer-aided design
developed for conventional ICs (viable results exist for MOSFETs), the differences must be outlined. The major
problems arise due to the fact that the developed technologies cannot guarantee the fabrication of high-yield
perfect nano-ICs and different operating principles. In general, the secondary effects must be integrated (for
example, even for NFETs, which are comparable to MOSFETs, the switching and leakage phenomena are
different). Correspondingly, the simple scaling of ICs with MOSFETs to nano-ICs cannot be performed.

The direct self-assembly, nanopatterning, nano-imprinting, nano-aligning, nanopositioning, overlayering,
margining, and annealing were shown to be quite promising. However, it is unlikely that near-future
nanotechnologies will guarantee reasonable repeatable characteristics, high-quality, satisfactory geometry
uniformity, suitable failure tolerance, and other important specifications and requirements imposed on
nanodevices and nanostructures. Therefore, synthesis of robust defect-tolerant adaptive (reconfigurable)
nanocomputer architectures (hardware) and software to accommodate failures, inconsistence, variations,
nonuniformity, and defects is critical [10].

Hierarchical Finite-State Machines and Their Use in Hardware
and Software Design

Simple register-level systems perform a single data-processing operation, e.g., summation X:=x; + x,,
subtraction X: x; —x;, etc. To do, different complex data-processing operations, multifunctional register-level
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systems should be synthesized. These multifunctional register-level systems are partitioned as a data-
processing unit (datapath) and a controlling unit (control unit). The control unit is responsible for collecting
and controlling the data-processing operations (actions) of the datapath. To design the register-level systems,
one studies a set of operations to be executed, and then designs nano-ICs using a set of register-level
components that implement the desired functions satisfying the affordability and performance requirements.
It is very difficult to impose meaningful mathematical structures on register-level behavior or structure using
Boolean algebra and conventional gate-level design. Because of these difficulties, the heuristic synthesis is
commonly accomplished as sequential steps listed below:

1. Define the desired behavior as a set of sequences of register-transfer operations (each operation can be
implemented using the available components) comprising the algorithm to be executed.

2. Examine the algorithm to determine the types of components and their number to attain the required
datapath. Design a complete block diagram for the datapath using the components chosen.

3. Examine the algorithm and datapath in order to derive the control signals with ultimate goal to
synthesize the control unit for the found datapath that meet the algorithm’s requirements.

4. Analyze and verify performing modeling and detail simulation (VHDL, Verilog, ModelSim, and other
environments are commonly used).

Let us perform the synthesis of virtual control units that ensures extensibility, flexibility, adaptability,
robustness, and reusability. The synthesis will be performed using the hierarchic graphs (HGs). A most
important problem is to develop straightforward algorithms which ensure implementation (nonrecursive and
recursive calls) and utilize hierarchical specifications. We will examine the behavior, perform logic synthesis,
and implement reusable control units modeled as hierarchical finite-state machines with virtual states. The
goal is to attain the top-down sequential well-defined decomposition in order to develop complex robust
control algorithm step-by-step.

We consider datapath and control units. The datapath unit consists of memory and combinational units. A
control unit performs a set of instructions by generating the appropriate sequence of micro instructions that
depend on intermediate logic conditions or on intermediate states of the datapath unit. To describe the
evolution of a control unit, behavioral models were developed [27,28]. We use the direct-connected HGs
containing nodes. Each HG has an entry (Begin) and an output (End). Rectangular nodes contain micro
instructions, macro instructions, or both.

A micro instruction U; includes a subset of micro operations from the set U = {uy, us, ..., u,_1, u,}.
Micro operations {uy, uy, ..., u,_;, u,} force the specific actions in the datapath (see Figure 4.55 and
Figure 4.57). For example, one can specify that u; pushes the data in the local stack, u, pushes the data in
the output stack, us forms the address, u, calculates the address, us pops the data from the local stack, us
stores the data from the local stack in the register, u; pops the data from the output stack to external
output, etc.

A micro operation is the output causing an action in the datapath. Any macro instruction incorporates
macro operations from the set M = {my, m,, ..., m,,_1, m,,}. Each macro operation is described by another
lower level HG. Assume that each macro instruction includes one macro operation. Each rhomboidal node
contains one element from the set L U G. Here, L = {I}, L, ..., I, I} is the set of logic conditions, while G =
{g1> £25 - » gg-1> &5} 18 the set of logic functions. Using logic conditions as inputs, logic functions are calculated
examining predefined set of sequential steps that are described by a lower level HG. Directed lines connect the
inputs and outputs of the nodes.

Consider a set E=M U G, E = {e}, e, ..., €1, €}. All elements ¢; € E have HGs, and ¢; has the
corresponding HG Q; which specifies either an algorithm for performing e; (if e; € M) or an algorithm for
calculating ¢; (if ¢; € G). Assume that M(Q);) is the subset of macro operations and G(Q;) is the subset of logic
functions that belong to the HG Q;. If M(Q;) U G(Q;) = J, the well-known scheme results [10,27,28]. The
application of HGs enables one to gradually and sequentially synthesize complex control algorithm
concentrating the efforts at each stage on a specified level of abstraction because specific elements of the set E
are used. Each component of the set E is simple and can be checked and debugged independently. Figure 4.55
reports HGs Qj, Q,, ..., Q; which describe the control algorithm.
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FIGURE 4.55 Control algorithm represented by HGs Q;, Q, ..., Q.
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FIGURE 4.56 Stack memory with multilevel sequential HGs, with illustration of recursive call.
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The execution of HGs is examined by studying complex operations e; = m; € M and ¢; = g € G. Each
complex operation ¢; that is described by a HG Q; must be replaced with a new subsequence of operators that
produces the result executing Q;. In the illustrative example shown in Figure 4.56, Q is the first HG at the first
level Q', the second level Q? is formed by Q,, Q3, and Q, etc. We consider the following hierarchical sequence
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of HGs Q) gevel 1) = Qz(levelZ) = =2 QM -1 = QT (tevel - All Q; (tevel i) have the corresponding HGs.
For example, Q% is a subset of the HGs that are used to describe elements from the set M(Q,) U G(Q,) = &,
while Q’ is a subset of the HGs that are used to map elements from the sets U qeq M(q) and U ez G(q).
In Figure 456) Ql = {Ql}’ Q2 = {Q2> Q3) Q4}’ Q3 = {Q2> Q4) Q5}> etc.

Micro operations u* and ™ are used to increment and to decrement the stack pointer (SP). The problem of
switching to various levels can be solved using a stack memory, see Figure 4.56. Consider an algorithm for ¢; €
M(Q,) U G(Q,) = . The SP is incremented by the micro operation u*, and a new register of the stack
memory is set as the current register. The previous register stores the state when it was interrupted. New Q;
becomes responsible for the control until terminated. After termination of Q;, the micro operation u~ is
generated to return to the interrupted state. As a result, control is passed to the state in which Qs is called.

The synthesis problem can be formulated as: for a given control algorithm A, described by the set of HGs,
construct the FSM that implements A.

In general, the synthesis includes the following steps:

- transforming the HGs to the state transition table
« state encoding

+ combinational logic optimization

« final structure design

The first step is divided into substeps as: (1) marking the HGs with labels b (see Figure 4.56); (2) recording
all transitions between the labels in the extended state transition table; and (3) convert the extended table to
ordinary form.

The labels by, and by, are assigned to the nodes Begin and End of the Q,. The label by, ..., by; and by, .. .,
by; are assigned to nodes Begin and End of Q,, ..., Qj, respectively. The labels by, by, .. ., byj are assigned to
other nodes of HGs, inputs and outputs of nodes with logic conditions, etc. Repeating labels are not allowed.
The labels are considered as the states. The extended state transition table is designed using the state evolutions
due to inputs (logic conditions) and logic functions, which cause the transitions from x(t) to x(¢ + 1). All
evolutions of the state vector x(t) are recorded, and the state x;(¢) has the label k. It should be emphasized that
the table can be converted from the extended to the ordinary form. To program the Code Converter, one
records the transition from the state x; assigned to the Begin node of the HG Q, e.g., xo; = x,;(Q;). The
transitions between different HGs are recorded as xj; = x,,(Q)). For all transitions, the data-transfer
instructions are synthesized. The hardware implementation is illustrated in Figure 4.57.
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:> I\ Output
RAM [ v Stack
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u r
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FIGURE 4.57 Hardware implementation.



Materials and Nanoscience 4-63

Robust algorithms are synthesized and implemented using the HGs utilizing the hierarchical behavior
specifications and top-down decomposition. The reported method guarantees exceptional adaptation and
reusability features through reconfigurable hardware and reprogrammable software.

Reconfigurable Nanocomputers

To design nanocomputers, specific hardware and software solutions must be developed and implemented. For
example, ICs are designed by making use of hardware description languages, e.g., very high speed integrated
circuit hardware description language (VHDL) and Verilog. Making the parallel to the conventional ICs, the
programmable gate arrays (PGAs) developed by Xilinx, Altera, Actel, and other companies, can serve as the
meaningful inroad in design of reconfigurable nanocomputers. These PGAs lead one to the on-chip
reconfigurable logic concept. The reconfigurable logic can be utilized as a functional unit in the datapath of the
processor, having access to the processor register file and to on-chip memory ports. Another approach is to
integrate the reconfigurable part of the processor as a coprocessor. For this solution, the reconfigurable logic
operates concurrently with the processor. Optimal design and memory port assignments can guarantee the
coprocessor reconfigurability and concurrency.

In general, the reconfigurable nanocomputer architecture synthesis emphasizes a high-level design, rapid
prototyping, and reconfigurability in order to reduce time and cost improving performance and reliability.
The goal is to device, design, and fabricate affordable high-performance high-yield nano-ICs arrays and
application-specific nano-ICs (ASNICs). These ASNICs should be testable to detect the defects and faults. The
design of ASNICs involves mapping application requirements into specifications implemented by nano-ICs.
The specifications are represented at every level of abstraction including the system, behavior, structure,
physical, and process domains. The designer should be able to differently utilize the existing nano-ICs to meet
the application requirements. User-specified nano-ICs and ASNICs must be developed to attain affordability
and superior performance.

The PGAs can be used to implement logic functions utilizing millions of gates. The design starts by
interpreting the application requirements into architectural specifications. As the application requirements are
examined, the designer translates the architectural specifications into behavior and structure domains.
Behavior representation means the functionality required as well as the ordering of operations and completion
of tasks in specified times. A structural description consists of a set of nanodevices and their interconnection.
Behavior and structure can be specified and studied using hardware description languages. This nano-ICs
hardware description language (NHDL) should manage efficiently very complex hierarchies which can include
millions of logic gates. Furthermore, NHDLs should be translated into net-lists of library components using
synthesis software. The NHDLs software, which is needed to describe hardware and must permit concurrent
operations, should perform the following major functions:

« translate text to a Boolean mathematical representation

- optimize the representation based specified criteria (size, delays, optimality, reliability, testability,
etc.)

« map the optimized mathematical representation to a technology-specific library of nanodevices

Reconfigurable nanocomputers should use reprogrammable logic units (e.g., PGAs) to implement a
specialized instruction set and arithmetic units to optimize the performance. Ideally, reconfigurable
nanocomputers can be reconfigured at real-time (runtime), enabling the existing hardware to be reused
depending on its interaction with external units, data dependencies, algorithm requirements, faults, etc. The
basic PGAs architecture is built using programmable logic blocks (PLBs) and programmable interconnect
blocks (PIBs) (see Figure 4.58). The PLBs and PIBs will hold the current configuration setting until adaptation
will be accomplished. The PGA is programmed by downloading the information in the file through a serial or
parallel logic connection. The time required to configure a PGA is called the configuration time (PGAs could
be configured in series or in parallel). Figure 4.58 illustrates the basic architectures from which most multiple
PGAs architectures can be derived (pipelined architecture with the PGAs interfaced one to other is well fit for
functions that have streaming data at specific intervals, while arrayed PGAs architecture is appropriate for
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FIGURE 4.58 Programmable gate arrays and multiple PGA architectures.

functions that require a systolic array). A hierarchy of configurability is different for the different PGA
architectures.

The goal is to design reconfigurable nanocomputer architectures with corresponding software to cope
with less-than-perfect, entirely or partially defective and faulty nanoscale devices, structures, and connects
(e.g., nano-ICs) encountered in arithmetic and logic, control, input-output, memory, and other units. To
achieve our objectives, the redundant nano-ICs units can be used (the redundancy level is determined by the
nanoscale ICs quality and software capabilities). Hardware and software evolutionary learning, adaptability
and reconfigurability can be achieved through decision-making, diagnostics, health-monitoring, analysis, and
optimization of software, as well as pipelining, rerouting, switching, matching, and controlling of hardware.
We concentrate our research on how to devise—design—optimize-build—test—configurate nanocomputers.
The overall objective can be achieved guaranteeing the evolution (behavior) matching between the ideal (Cy)
and fabricated (Cr) nanocomputer, their units, systems, or components. The nanocompensator (Cg;) can be
designed for the fabricated Cg, such that the response will match the evolution of the Cj, see Figure 4.59. The
C; gives the reference ideal evolving model, which analytically and/or experimentally maps the ideal (desired)
input-output behavior, and the nanocompensator Cg; should modify the evolution of Cg, such that cf.

Nanocomputer  Cp = Cr40Cr,
u
Input N ) Fabricated Output
— anocompensator Nanocomputer >
[ Cr C
R F2 Y
HEvolution Matching
Input Output
Ideal Nanocomputer C,
R Y

FIGURE 4.59 Nanocomputers and evolution matching.
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described by Cr = Cg; 0 Cy, (series architecture), matches the C; behavior. Figure 4.59 illustrates the concept.
The necessary and sufficient conditions for strong and weak evolution matching based on C; and Cr, must be
derived.

Mathematical Models for Nanocomputers
Sixtuple Nanocomputer Model

To address analysis, control, diagnostics, optimization, and design problems, the explicit mathematical models
of nanocomputers must be developed and applied. There are different levels of abstraction in nanocomputer
modeling, simulation, and analysis [10]. High-level models can accept streams of instruction descriptions and
memory references, while the low-level (device-level) logic gates or memory modeling can be performed by
making use of streams of input and output signals and nonlinear transient behavior of devices. The system-
and subsystem-level modeling (medium-level) also can be formulated and performed. It is evident that one
subsystem can contain millions of nanodevices. For example, computer systems can be modeled as queuing
networks. Different mathematical modeling frameworks exist and have been developed for each level. In this
section we concentrate on the high-, medium-, and low-level systems modeling of nanocomputer systems
using the finite state machine concept.

The computer accepts the input information, processes it according to the stored instructions, and produces
the output. There exist numerous computer models, e.g., Boolean models, polynomial models, information-
based, etc. However, all mathematical models are the mathematical idealization based upon the abstractions,
simplifications and hypotheses made. In fact, it is virtually impossible to develop and apply the complete
mathematical model due to complexity and numerous obstacles.

It is possible to concurrently model nanocomputers by the sixtuple:

C= {X7 E) R7 Y) F7 XO}

where X is the finite set of states with initial and final states x, € X and x; C X; E is the finite set of events
(concatenation of events forms a string of events); R and Yare the finite sets of the input and output symbols
(alphabets); F are the transition functions mapping from X x E x R x Yto X (denoted as Fy), to E (denoted
as Fg) or to Y (denoted as Fy), FC X x E x R x Y (we assume that F = Fy, e.g., the transition function
defines a new state to each quadruple of states, events, references, and outputs, and F can be represented by a
table listing the transitions or by a state diagram).

The nanocomputer evolution is due to inputs, events, state evolutions, and parameter variations (as
explained at the end of this subsection), etc.

We formulate two useful definitions.

Definition 1. A vocabulary (or an alphabet) A is a finite nonempty set of symbols (elements). A world (or
sentence) over A is a string of finite length of elements of A. The empty (null) string is the string which does
not contain symbols. The set of all words over A is denoted as A,,. A language over A is a subset of A,

Definition 2. A finite-state machine with output Crs= {X, AR, Ay, F, Fy; X} consists of a finite set of states S, a
finite input alphabet Ay, a finite output alphabet Ay, a transition function Fythat assigns a new state to each state
and input pair, an output function Fy that assigns an output to each state and input pair, and initial state X,,.

Using the input-output map, the evolution of C can be expressed as

E.cRXY

That is, if the computer in state x € X receives an input r € R, it moves to the next state f(x, r) and produces
the output y(x, r). Nanocomputers can be represented as the state tables that describe the state and output
functions. In addition, the state transition diagram (direct graph whose vertices correspond to the states and
edges correspond to the state transitions, and each edge is labeled with the input and output associated with
the transition) is frequently used.
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Nanocomputer Modeling with Parameters Set

Nanocomputers can be modeled using the parameters set P. Designing reconfigurable fault-tolerant
nanocomputer architectures, sets P and P, should be integrated, and we have

C={X,E,R,Y,P,F . X,, Py}
It is evident that nanocomputer evolution depends upon P and P,. The optimal performance can be achieved
through adaptive synthesis, reconfiguration and diagnostics. For example, one can vary F and variable
parameters P, to attain the best possible performance.
Nanocomputer evolution, considering states, events, outputs, and parameters, can be expressed as

evolution 1 evolution2 evolutionj—1 evolutionj
(x0,€0,0.P0) = (xp,ep,yi.p1) = -0 = (Xone-1,)Y-10P-1) = (X5,€,)5,0))-

The input, states, outputs, events, and parameter sequences are aggregated within the model C={X, E,R, Y, P,
F, Xy, Po}. The concept reported allows us to find and apply the minimal, but complete functional description
of nanocomputers. The minimal subset of state, event, output, and parameter evolutions (transitions) can be
used. That is, the partial description Cp,a C C results, and every essential nanocomputer quadruple (x; e;, y;,
pi) can be mapped by (x; €, Vi Pi)partia. This significantly reduces the complexity modeling, simulation,
analysis, and design problems.

Let the transition function Fmap fromX x E x R x Y x PtoX,eg, X X EX R xY x P—=X,FC
X X E x R x Y x P. Thus, the transfer function F defines a next state x(¢ + 1) € X based upon the current
state x(t) € X, event e(t) € E, reference r(t) € R, output y(t) € Yand parameter p(f) € P. Hence:

x(t + 1) = F(x(t), e(t), (1), y(t), p(t)) for x(t) € X, and py(t) € P,.

The robust adaptive control algorithms must be developed. The control vector u(t) € U is integrated into the
nanocomputer model. We have C = {X, E, R, Y, P, U, F, X,,, P}.

The nanocompensator synthesis procedure is reported in the following sections. This synthesis approach is
directly applicable to design nanocomputers with two- and three-dimensional nano-ICs.

Nanocompensator Synthesis and Design Aspects

In this section we will design the nanocompensator. Two useful definitions that allow one to precisely
formulate and solve the problem are formulated.
Definition 3. The strong evolutionary matching Cr = Cg,0Cg, = C; for given C; and Cr is guaranteed if
Ecg = Ec,. Here, Cp = C, means that the behaviors (evolution) of C; and C are equivalent.~
Definition 4. The weak evolutionary matching Cg = Cg;0Cp, C 5 C; for given C; and Cy is guaranteed if Ec,
C Ec,. Here, Cz C 3 C, means that the evolution of Cy is contained in the behavior C.~
The problem is to derive a nanocompensator Cg; ={Xg1, Er1, Re1, Yr1, Fr1, Xrio} such that for given
C, = {X1, Ei, Ry, Yy, Fy, Xyo} and Cry ={Xp>, Eps, Rpa, Y1, Fros Xpao) the following conditions:

Cg = Cg; © Cg, =g Cy (strong behavior matching)
or
Cp = Cp; © Cpy cp Cr (weak behavior matching)

are satisfied.
Here, we assume that the following conditions are satisfied:

« output sequences generated by C; can be generated by Cg,
- the C; inputs match the Cg; inputs
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It must be emphasized that the output sequence means the state, event, output, and/or parameters vectors,
e.g., the triple (x, e, 3, p).

Lemma 1. If there exists the state-modeling representation y C X; x Xg such that C;' X ;C5' (if
Ci ' X }Ci', then C; X ,Cp,), then the evolution matching problem is solvable. The nanocompensator Cg,
solves the strong matching problem Cp = Cp,0Cp, = gC; if there exist the state-modeling representations
B C Xy x Xp (Xi0o Xp20o) € fand & C Xpy x By (Xp10o (X10, Xp20)) € o such that Cp = %C{g for
B €T ={y|C;" X ;Ci;'}. Furthermore, the strong matching problem is tractable if there exist ;' and C'.

The nanocomputer can be decomposed using algebraic decomposition theory, which is based on the
closed partition lattice. For example, consider the fabricated nanocomputer Cg, represented as Cr, = {Xg,,
Ery, Rpa, Yo, Xpaol-

A partition on the state set for Cg, is a set {Cgs 1, Cpz 2> -« Cp2 > - - - Cp2 k1> Cpa &} 0f disjoint subsets of the

k

state set Xg, whose union is Xg,, e.g., U Cryi = Xp, and Cpy; [ Cryj = @ for i # j. Hence, we can design and

implement the nanocompensators (hardware) Cr, ; for given Cg, ;.
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4.5 Semiconductor Nano-Electronics and Nano-Optoelectronics

Nelson Tansu, Ronald Arif, and Zhian Jin

Introduction to Semiconductor Nanotechnology

This section presents the overview of semiconductor nanostructure devices, often also called semiconductor
nanotechnology, which requires engineering of semiconductor structure with dimensions down to nanometer
scale. The advancements in the field of semiconductor nanotechnology have significantly impacted various
aspects of the physics and technologies of electronics and optoelectronics devices. New device concepts based
on semiconductor nanotechnology have led to (1) novel devices which would not have been possible in the
absence of nano-scale engineering of semiconductor structures, and (2) unique and significant improvement
to device characteristics as a result of nanoscale device structures.

As the technology is rapidly moving toward the nanometer scale, classical physics fails to describe quantum
phenomena observed in nanotechnology. Today, quantum physics has been the foundation of many
applications in the fields of engineering, biology, and chemistry. Applications in the fields of engineering have
included photonics, semiconductor lasers, semiconductor optoelectronic devices, resonant tunneling diodes,
semiconductor transistors, quantum optics, and many other important novel applications that truly utilize
quantum phenomena in their principles of operation.

In this section, three important aspects of semiconductor nanotechnology are discussed in subsections
“Fundamental Physics of Semiconductor Nanotechnology,” “Semiconductor Nanoelectronics — Resonant
Tunneling Diode,” “Semiconductor Nanoelectronics — Single Electron Transistor,” and “Semiconductor Nano-
optoelectronics.” In “Fundamental Physics of Semiconductor Nanotechnology,” the first topic is the fundamental
physics of semiconductor nanotechnology, which examines the existence of quantum effects on nanoscale
devices. The next three subsections cover the discussions of selected nanoscale devices on nano-electronics and
nano-optoelectronics, respectively. Some selected nanoelectronics devices covered in “Semiconductor
Nanoelectronics — Resonant Tunneling Diode” and “Semiconductor Nanoelectronics — Single Electron
Transistors” are: (1) tunneling devices (resonant tunneling diode), and (2) single electron transistors.
In “Semiconductor Nano-optoelectronics” several selected nano-optoelectronics topics covered include
(1) fabrication and epitaxy methods, (2) novel nanostructure gain media for semiconductor lasers,
including quantum wells and quantum dots, (3) novel telecom lasers for telecommunications, (4) Type-II
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quantum wells lasers, and (5) quantum intersubband lasers. Finally, there is a discussion of the future directions
and a summary of some of the recent developments in the fields of semiconductor nanotechnology are discussed.

Fundamental Physics of Semiconductor Nanotechnology—Quantum Physics
Duality of Particle and Wave—Light as a Particle

At the end of the nineteenth century and the start of the twentieth century, scientists believed that they
understood the most fundamental principles of nature. Classical mechanics, thermodynamics, and the theory
of electromagnetism were the classical physics which scientists used to understand the behavior of nature.
Atoms were solid building blocks of nature. People trusted Newtonian laws of motion to describe the motion
of matter or particle. Maxwell’s theory of electromagnetism was used to describe the behavior of radiation
waves. Most of the problems of physics seemed to have been solved.

However, starting with Einstein’s theory of relativity which replaced Newtonian mechanics, scientists
gradually realized that their knowledge was far from complete. The inability of classical physics to explain
various physical phenomena and experiments in the microscopic and sub-atomic scale also led to the need to
replace classical physics. Of particular interest was the growing field of quantum mechanics, which completely
altered the fundamental precepts of physics.

One of the most fundamental concepts in quantum mechanics is the dual behavior of matter as particle and
wave. In many macroscopic engineering applications, classical physics is sufficient to explain many of the
phenomena that we observe. As scientists and engineers are able to manipulate the size of semiconductor-
based structures down to a critical dimension of several nanometers (often referred to as semiconductor
nanotechnology or semiconductor nanostructure devices), quantum effects become increasingly important,
and classical physics fails to explain these effects observed in quantum devices. Indeed, the understanding of
applied quantum mechanics for engineers is a must for those working in the fields of semiconductor devices,
photonics, nanoelectronics, and nano-optoelectronics.

Planck’s explanation of the quantization of light energy, which accurately described the spectral energy
density u(v, T) for a blackbody radiation, led to the birth of quantum theory. In Planck’s analysis, the light
energy (E) with a frequency v is quantized by the relation E = hv, where h is called as Planck’s constant. The
spectral energy density derived based on Planck’s Law can be expressed as

n-h-v 1
3
¢ exp(kz - 1%)—1

By quantizing the light energy with frequency, the blackbody radiation spectral energy densities for various
temperatures are found to be consistent with experimental results, as shown in Figure 4.60.
By extending Planck’s idea of quantization of electromagnetic radiation, Einstein in 1905 proposed a theory

u(v, T) = 8 (4.96)

to successfully explain the photoelectric effect phenomenon. The photoelectric effect itself was first observed in
1887, but classical physics failed to provide an accurate description which was supported by the experimental
results. A schematic of the experiment is shown in Figure 4.61(a). In the photoelectric effect experiment,
incident light is projected onto a metal surface, and the kinetic energy K of the ejected electrons from the metal
surface is measured, as shown in Figure 4.61(b).

The experiment revealed several important discoveries for the photoelectric effect. If the frequency of
incident light is smaller than vy, no electron can be ejected from the surface of the metal (regardless of how
high the incident light intensity is). If the frequency of incident light is higher than v, however, electrons will
be ejected instantly, regardless of how low the incident light intensity is. For v > v, the number of ejected
electrons is proportional to the light intensity. The kinetic energy K of the ejected electrons depends on the
frequency/energy of the incident light, with its relation expressed by K = hv — ¢,,.. Based on this idea, Einstein
provided an explanation for the photoelectric effect by treating the light as particles with quantized energy
packets of hv, in agreement with Planck’s work. These quantized light particles are called quanta or photons.
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FIGURE 4.60 Spectral energy density of a blackbody object calculated using Planck’s law, with its corresponding
temperature and peak frequency.
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FIGURE 4.61 (a) Photoelectric effect experiment with incident light of energy hv and work function of ¢,,,. For the case
of hv > ¢,,, electrons are ejected with kinetic energy of K = hv — ¢,,,. (b) Typical relationship of kinetic energy K of
electrons with the frequency v of the incident light. For the case of v < vy, no electrons are ejected from the surface metal.
For the case of v > vy, electrons are ejected with certain kinetic energy K = hv — ¢,),.

In 1923, Arthur H. Compton conducted the experiment to demonstrate the particle characteristics of light
radiation, by means of scattering x-rays off free electrons. In his experiment, Compton showed that light
behaves as particles. The deflection of the x-rays scattered by free electrons gave strong confirmation that light
(or the photon) behaves as a particle.

Duality of Particle and Wave—Electron as a Wave

The blackbody radiation, photoelectric effect, and Compton’s scattering experiment provided the
confirmation that light waves exhibit particle-like characteristics. In 1923, de Broglie suggested that not
only does the light wave exhibit particle-like characteristics, but all matter should also exhibit a particle-wave
duality characteristic. The particle-wave duality should be universal, which simply means that all matter
exhibits both the particle and wave characteristics simultaneously. Obviously, this view is certainly very
different from classical physics where particle and wave are mutually exclusive. In de Broglie’s hypothesis, he
speculated that this same relation holds for particles as well. In de Broglie’s hypothesis, the relationship
between wave and particle can be expressed as:

h
A= 1—) «— de Broglie’s wavelength (4.97)

This relationship states that any matter with nonzero rest mass with momentum of p has de Broglie’s
wavelength /4 associated with the matter.

To confirm de Broglie’s hypothesis, which states that matter also exhibits wave behavior, Davisson and
Germer of Bell Labs conducted an experiment that demonstrated the wave characteristics of electrons in 1927.
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FIGURE 4.62 Comparison of dimension from macroscopic to nanoscale structures.

The experiment by Davisson and Germer demonstrated that electrons, which are considered only as particles
in classical physics, can also cause interference patterns among themselves; obviously, interference phenomena
demonstrate the existence of wave characteristics due to the phase information that wave carries.

Semiconductor Nanotechnology and Quantum Effects

The development of modern technology in semiconductor technology allows the engineering of nanoscale
structure and devices. The nanoscale dimension of interest is typically in the range of de Broglie’s wavelength
(Zde_Broglic) for an electron at 300 K, which corresponds to dimensions smaller than ~50 nm.

Figure 4.62 provides a comparison of various dimensional scales used in this field of study. The dimension of
interest for typical macroscopic matters is in the range of centimeters to meters. The dimension of interest for
the light wavelength is of the order of 1 um, leading to the typical dimension of optical waveguide in micron-
size range. To achieve quantum confinement of electrons, one has to achieve dimensions in a range comparable
to de Broglie’s wavelength (Ade_proglie) for an electron at 300 K. A typical quantum well structure consists of a
sheet with thickness in the range of 5 to 10 nm, while a quantum wire structure provides 2D confinement of
electrons with width and thickness in the range of 5 to 10 nm. All the dimensions of a quantum dot structure,
however, are nanoscale, which leads to 3D confinement for an electron in the dot structure.

As shown in Figure 4.63 to Figure 4.68, many novel devices in modern technology require nanoscale
engineering of matter, which requires in-depth understanding of quantum mechanics. The following are a few
applications based on semiconductor nanotechnology: (1) semiconductor lasers, semiconductor optical
amplifiers, semiconductor photodiodes, and semiconductor optical modulators that plays a major role in
optical communication, (2) semiconductor transistors for integrated circuits in computer technology, (3)
heterojunction bipolar transistor, resonant tunneling diode, and high electron mobility transistors that play
important role in compound semiconductor electronics and wireless communication systems, (4) light-
emitting diodes for high-efficiency and reliable visible solid-state lightings, (5) quantum intersubband devices
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FIGURE 4.63 (a) Schematic of semiconductor edge-emitting ridge-guide lasers, and (b) the lasing characteristics of 60 A,
or about thickness of 20 atoms, InGaAs quantum-well laser grown on GaAs emitting at 1233-nm wavelength regime.
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FIGURE 4.64 Schematic of vertical cavity surface emitting lasers (VCSELs) on GaAs substrate, utilizing gain media based
on semiconductor nanostructure of quantum wells or quantum dots. Applications of VCSELs are mainly in the fields of

optical communications.

for biochemical sensing and far-IR laser applications, (6)
tunneling processes in semiconductor, (7) single elec-
tron transistors, (8) quantum computing and quantum
information, and (9) many other important novel
applications that use quantum phenomena in their
operation principles. Several applications based on
nanoscale engineering of semiconductor structure are
shown in Figure 4.63 to Figure 4.68.

From the descriptions provided in Figure 4.63 to
Figure 4.68, we observe how semiconductor nano-
structure devices impact our lives in so many areas,
such as high-speed electronics, current and future
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FIGURE 4.65 Schematic of heterojunction bipolar
transistor, commonly utilized as a transmitter in
wireless communication systems.

computers, optical communications, wireless communications, and biochemical sensors. Advancements in
these areas have been made possible by semiconductor nanotechnology.

Semiconductor Nano-Electronics—Resonant Tunneling Diode

Nanoelectronics and Tunneling Phenomena

One of the operating principles for nanoelectronics devices is quantum tunneling phenomena. Tunneling

elements in nanoelectronics are basically just two conducting materials separated by a very thin potential

E4 . E Electron tunneling
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>V

FIGURE 4.66 Schematic of resonant tunneling diode (RTD): (a) under thermal equilibrium, (b) under applied bias, and

(c) its current—voltage characteristics.
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FIGURE 4.67 Schematic of light-emitting diodes (LEDs) for solid-state lighting.

barrier; understanding of the tunneling element is of
fundamental relevance for nanoelectronics, in particular
for resonant tunneling diode (RTD) [1]. Compared to

NS o
DS o
other nanoelectronics devices such as single electron 4 Il e e
transistor (SET), RTDs are the most mature. The P ” II\ @
engineering and realization of tunneling elements is e ‘ -
Ey

achievable by advanced epitaxy technologies, such as
molecular beam epitaxy (MBE) or metalorganic chemi- Coordinate
cal vapor deposition (MOCVD). The term “tunneling”
itself refers to particle (or matter) transport through a
potential barrier where the total energy of the classical
particle is lower than the energy barrier. In classical physics, this phenomenon is not possible. A review of
quantum tunneling phenomena will be discussed below, followed by a discussion of various nanoelectronic
devices.

Emitter | QW structure | Collector

Energy

FIGURE 4.68 Schematic of quantum-well intersub-
band photodetector (QWIP) for far-IR imaging.

Quantum Tunneling Phenomena

Tunneling phenomena is one of the true wave characteristics that does not exist in classical particle physics.
The classical particle, with energy E smaller than potential barrier U,, will not penetrate the barrier U,
regardless of how thin the barrier is; this is due to the deterministic characteristic of the classical particle.
Schematically, the phenomenon of the classical particle reflected by a thin potential barrier is shown in
Figure 4.69.

Thus, all the incident classical particles will be reflected by the thin potential barrier. The incident particle
with energy (E < U,) has kinetic energy of K, in region I and each particle will move with velocity of v, as
follows:

RE .. .. . .
v, = 4/—, with direction to the right (4x) (4.98)
m
Ulx)
u=u,
E=—mv?
2 Pipe mv.
> S
e
Pres M4
U=0 1
Region | Region Il Region Il
—_— X

FIGURE 4.69 Schematic of classical picture for a particle with mass m and energy E (E < Uy), reflected by a thin potential
barrier.
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FIGURE 4.70 Light localization in the positive index waveguide. The light wave modes have quantized effective indices #.g.

At the position where the potential barrier Uy is introduced, the particles will be reflected by this potential
barrier, U,. The reflected particle will travel with velocity —v;. The negative sign in the velocity indicates a
direction of motion to the left. As all the particles were reflected back, no particles can be found in region II.
As a result, no particle can also travel into region IL

Unlike the classical particle, tunneling phenomena are observed in classical waves. Obviously, one of the
most common examples is light waves. A light wave can be guided by a positive index guide structure, using
the well-known total internal reflection. Schematically, the guiding of light is shown in Figure 4.70.

The light localization phenomena described here are actually analogous to the localization of particle in a
quantum well. Because of the wave nature of light, light has a nonzero field in its “forbidden” region (the
region with index 7,). In the light forbidden region, the nonzero attenuation field of the light can be found.

The tunneling phenomena of light wave can be achieved by having light from one localized region (the so-
called high index n, region) tunnel through a forbidden region (the so-called low index #; region) to another
localized region (high index 7, region again). This phenomenon is known as directional coupler in integrated
optics. Schematically, the directional coupler is shown in Figure 4.71. At z=0, the light is localized inside
guide 1, with only evanescent waves decaying in the n;-region. If the evanescent wave of the light penetrates to
guide 2, one can achieve complete transfer of light power from guide 1 to guide 2 at a distance z = L. This
transfer of light wave energy through a “forbidden” region can be understood as a light wave tunnel through
the forbidden region from guide 1 to guide 2.

In the quantum picture, the duality of matter as wave and particle results in the ability of matter to tunnel
through a forbidden region by taking advantage of its wave characteristics. In the tunneling problem,
obviously the energy E of the particle is smaller than the potential barrier U(x) of the forbidden region
(E< U(x), for a forbidden region). As shown in Figure 4.72, the incident particle with energy E is scattered
through a potential barrier U(x). Fractions of the particle tunnel through, while the rest will be reflected back.

Note that classical particles are forbidden in region E < U(x), which is region II in Figure 4.72. In contrast,
there is the probability that the quantum particle will tunnel through the “classically forbidden” region
(E < U(x)), as long as the potential barrier is “thin” enough.

FIGURE 4.71 Schematic of directional coupler device, which demonstrates the tunneling phenomena of localized light
from one waveguide to another waveguide through a “classically forbidden” region (region with index of n;).
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FIGURE 4.72  Schematic of reflection and tunneling phenomena of an incident quantum particle (E < U,) scattered by a
potential barrier U(x).

Particle Tunneling through a Potential Barrier

Here, as in typical tunneling problems, the energy of the particle is smaller than the potential barrier. Let us
take a look at Figure 4.73, which describes how a particle tunnels through a potential barrier.

The incident particle with mass m and energy E (E < Uy) travels from x = —oo to the right (+x) and is
scattered by a potential barrier U, with thickness of L. Classically, all the particles would just be reflected back,
but the quantum mechanical nature of the particles allow the nonzero fraction to be transmitted and the rest
to be reflected back. To formulate this problem, one can solve the tunneling probability by solving the relation
provided by Schrédinger’s wave equation, resulting in tunneling probability as follows ¢i = h/2n):

T = ! (4.99)

Ug - sinh?(_ P2 (U. = E) -
l+m smh( E_Z(UO E) L)

One can observe from the expression above that there exists a nonzero transmission probability of the incident
quantum particle into Region III despite the fact that E < U,,. Obviously, classically, no particle would be found
in Region III for E < U,

Resonant Tunneling—Double Barrier Potential

In the case of particle tunneling through double or multiple potential barriers, the tunneling probability has
strong resonance features associated with the quasi-bound states of the potential functions. The strong
resonances found on the double or multiple barrier cases result in a “unity” tunneling rate (E<Uj) of the
particle through the double or multiple barrier. The schematic of the double barriers potential for tunneling
problems is shown in Figure 4.74 as follows.

In solving the problem related to double (or multiple) barriers, one can utilize the numerical or analytical
formulation of the 1D Schrédinger wave equation. The tunneling coefficient T of particle tunneling through a
double potential structure, as shown in Figure 4.74, can be expressed as:

2
T = |K]| (4.100)
Yincident
U(x,
0 Vi {
YReflected V3(X)= Yeransmitted(X)
__________________________ >
Region | Region Il Region Ill
U=0
x=0 x=L

FIGURE 4.73 Tunneling and reflection phenomena of an incident quantum particle (E < U,) scattered by a potential
function U(x) with rectangular barrier.
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FIGURE 4.74 Schematic of double barrier potential function U(x) for tunneling problems of an incident quantum
particle with mass m and energy E.

with 1/K reads:

1 e2kGra) [l (2 + K2 - sinh?(o - a)— (o + k) - sinh®(a - a)

K do” -k +o? - k* - [14+3cosh(2x - a)] + 20 - k - (0> —K?) - sinh(2a - a)
k and a can be expressed as:
2mE
2m
o= ?(UO—E) (4.103)

As an example, the transmission or tunneling coefficient T is plotted in Figure 4.75 for the case of Uy =1.2 €V,
L=6nm, and a =1 nm. From the example presented here, we observe the existence of three resonance states

Resonance Resonance Resonance
E, E, E,
1.0E+00 4 Y {
1.0E-01 £ u
_ 1.0E-02 £
[m) E
= E
§ 1.0E-03 -g
- o m=0.067my
1.0E-04 L Up=1.2(eV)
L=6(nm)
1.0E-05 A a=1(nm)
10E-06 d——v v ¢ v v v 0y 0 0 p
0.0 0.2 0.4 0.6 0.8 1.0

E/Up

FIGURE 4.75 Tunneling coefficient as function of energy E for a particle with mass m, scattered by a double barrier
potential. Notice the resonant features that occur at E;, E,, and Ej, which also correspond to the quasi-bound states.
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FIGURE 4.76 The conduction band of the GaAs-AlGaAs resonant tunneling diode. The double barrier potential is
realized by the heterojunction of AlGaAs—GaAs layers.

at energy levels E, E,, and E;. The energy levels also correspond to the quasi-bound states of the middle-well-
like region (Region III). As one extends the barrier thickness to infinity, the bound state energy levels in the
well-like region (Region III) would be in the vicinity of E;, E,, and E;. The tunneling processes through the
“quasi-bound” states of the well region are what we call resonant tunneling.

Resonant Tunneling Diode— Application

The phenomenon of “resonant” tunneling through a double-barrier configuration is the concept behind the so-
called resonant tunneling diode (RTD) devices [2,3]. RTD can be formed by epitaxially grown semiconductor
layers of AlGaAs and GaAs. The GaAs layers provide the low potential region, as the AlGaAs layers serve as the
barrier region. Schematically, the GaAs—AlGaAs RTD is shown in Figure 4.76 and Figure 4.77.

The cross-section of an RTD device is shown as follows. All the layers, except the n*-GaAs substrate, can be
grown either by metalorganic chemical vapor deposition or molecular beam epitaxy. By applying an electric
field across RTD devices, one can achieve a negative resistance region.

To understand this principle of operation of RTD devices, one can observe the band lineup under various
conditions as shown in Figure 4.78. In the absence of an electric field (V = 0), the electrons from region I
cannot tunnel through the barriers, as the resonant level E; is far away from Eg, thus the current is zero.
At V= Vg, we observe maximum resonant tunneling of current from region I to region V through the double
barrier. The resonant tunneling through E; states allow current to flow from region I to region V. As we
increase the voltage further above Vg;, we are moving away from the resonant condition, again resulting in
low tunneling probability. This results in reduction of the current flowing in the RTD devices, which leads to
the behavior of negative resistance (increasing voltage results in decreasing current, thus the differential
resistance is negative). Note that the nonzero valley current at V, is typically due to the existence of thermionic
emission. Applying a large bias voltage results in significant amount of thermionic current at V >> V,.

The RTD, with its negative resistance region, is useful for low-power high-speed microwave digital devices. A
similar concept of resonant tunneling also finds important applications in the injection of electrons in the

<— undoped GaAs

n*-GaAs
undoped AIGaAs:
n*-GaAs
—

n*-GaAs substrate

U(x)

FIGURE 4.77 Cross-sectional schematic of resonant tunneling diode (RTD) with GaAs/AlGaAs structures. The RTD
structure is grown on an n"-GaAs substrate.
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FIGURE 4.78 Schematic of band lineup for resonant tunneling diode (RTD) at various bias voltages, and their
corresponding I-V characteristics.

quantum intersubband lasers. A different method to realize RTDs is by the use of three potential energy barriers
and two quantum wells. In this case, typical I-V characteristics depend on the placement of the two quantum
wells. Depending on the dimensions of the quantum wells, different configurations of energy levels are attainable.
In brief, RTDs have very good switching properties with a downside of being a two-terminal device. In order to
achieve isolation of gate input and output, a combination of electronic amplification and negative differential
resistance is implemented. Monolithic integration of tunneling diodes with three terminal devices is a
prerequisite for circuit manufacturing. These devices, basically a field effect transistor and bipolar transistor, offer
the required input—output isolation and gain.

Semiconductor Nanoelectronics—Single Electron Transistors

Theoretical Basis

The operation of single electron transistor (SET) is based on the principle of electron tunneling and Coulomb
blockade. Electron tunneling is a quantum mechanical phenomenon where, due to particle-wave duality, an
electron can be made to tunnel through a sufficiently thin potential energy barrier as long as there are available
states for the electron to exist on both sides of the barrier. This theory can be observed experimentally by using
two metal electrodes separated by a thin section of dielectric layer, where electrons at the Fermi level can



Materials and Nanoscience 4-79

Q%2C
Metal Electrodes

(1)

Thin Insulalting Layer @)

—-el2 +el2  Q

(b)

®<

FIGURE 4.79 (a) A typical metal-thin insulator-metal junction under bias, and (b) total energy diagram of a capacitive
junction.

tunnel through the insulator (in classical terms, this would not be possible since the energy of the electron is
too low to overcome the potential barrier).

Coulomb blockade is a phenomenon of current flow inhibition, that until recently could only be observed at
very low (cryogenic) temperature. Its principle can be described by Figure 4.79(a) and (b) [4].

When a potential difference is applied between the two metal electrodes, the ability (or inability) of current
to flow across the junction follows an energetic requirement. Referring to Figure 4.79b, if the accumulated
charge at the electrode—insulator interface is less than e/2, where e is electron charge, the total energy of the
system will actually increase when a single electron transfer through tunneling process takes place, since energy
is defined as E = Q*/2C (Q is total charge and C is the capacitance of the junction). This is not a favorable
process (process 1 in Figure 4.79.b). Therefore, only when Q at the interface is greater than e/2 can charge
transfer can take place (process 2 in Figure 4.79.b). This amount of charge corresponds to a potential
difference of V = ¢/2C. An ideal I-V characteristics of such a junction at T = 0 K is shown in Figure 4.80.

At room temperature, such current flow blockade at low voltage is not readily observed. This is because
thermal energy at room temperature is a few orders of magnitude higher than the Coulomb energy gap.
However, a few modifications to the junction can still be made for cryogenic operation.

First, by using a double barrier sandwiching the electron pool in the middle, as shown in Figure 4.81. This
method has been used to efficiently isolate the junction from the environmental (thermal) effect. The total
capacitance (Cior) is then just the sum of two junction capacitances corresponding to the two junctions.

Second, the junction has to be made sufficiently resistive. Based on the Heisenberg uncertainty principle,
AEAt > 1h, we have to ensure that charging/discharging of the electron island does not happen too rapidly so

that the quantum energy fluctuation is greater than E = Q?/2C, or the Coulomb blockade will be destroyed.

—e/2

+e/2 v

FIGURE 4.80 Ideal I-V characteristic of a capacitive junction with thin insulating layer between metal electrodes at 0 K.
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FIGURE 4.81 Double-barrier capacitive junction, with electron pool sandwiched by two insulating layers connected to
metal electrode terminals.

Operation

From an application point of view, a single electron transistor is an ideal switching device. As an illustration, in
a typical transistor, say MOSFET, in the “on” state, when the current flowing is 1 mA, then a charge of
approximately 10~"> C will pass between the source and the drain terminal. This amount of charge
corresponds to about 6000 electrons [4]. In other words, the information that we transfer using this 1 mA of
current is carried over and thus depends on the properties of these 6000 electrons. In the off state, almost no
current will flow.

For the case of SET, in the “on” state, only one electron can flow at a time across the island. Current flow is
maintained by continuous, single, electron flow across the junction. This property makes SET suitable for the
ultimate logic device, where “on” and “off” are represented by the presence and absence of only one electron at
all times. One important requirement for the room-temperature switching operation of the SET is that we
have to be able to tailor the total energy of the system. By applying a gate voltage (V,) to the electron pool, the
total energy (U) is now controllable by the gate voltage as follows [4]:

(=N - e+ C, - V)’
2 Ctotal

U(N,Vy) = (4.104)
where N and C; are the number of electrons and gate capacitance, respectively. One observes that the junction
energy increases quadratically with applied gate voltage. This means, for a small applied voltage across the
source and drain, no electron can hop onto the island and no current flow is observed (device is in “off” state).
There exists a AV, value, where U(N,V,) = U(N + 1,V + AV,). When this happens, an additional electron can
tunnel through the island, and the device is in the “on” state. Substituting this condition, it is trivial to show
that AV, = £, as shown in Figure 4.82.

At this point, practical applications of SET at room temperature are still unrealizable. A considerable
capacitance decrease (and thus total energy increase) corresponding to a reduction in size will have to be achieved.

Semiconductor Nano-Optoelectronics

Quantum-Effects Based Gain Media for Laser Applications

Semiconductor optoelectronics benefits significantly from the ability to realize nanometer-scale semiconduc-
tor structures, in particular those related to the engineering of its gain media for laser applications. To achieve
lasing, semiconductor lasers require optical gain derived from bimolecular recombination and stimulated
emission in the gain media. Several important device characteristics in designing semiconductor lasers are the
threshold current density, external differential quantum efficiency, modulation speeds, and chirps for dynamic
properties.
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FIGURE 4.82 Number of electrons flowing across the junction increases in a staircase-like fashion with constant AVg
under small bias voltage.

A few of the many desirable features of semiconductor lasers include sharp emission, wavelength tunability,
large modal gain, and low lasing threshold. It was first proposed in 1976 by Dingle and Henry [5] that quantum
effects could be exploited to achieve those advantageous features. In 1982, Arakawa and Sasaki [6] also predicted
the advantages of the quantum-confined gain media structures for laser applications, in particular for
predicting the reduced temperature-sensitivity of lasers incorporating lower-dimensional gain media. The
underlying idea is that quantum confinement of carriers in physical nanostructures leads to changes in the
carrier density of states, which stems from a reduction of the carrier translational degree of freedom. However,
the unavailability of appropriate technology at that time prevented practical realization of laser structures with
1D (quantum well), 2D (quantum wire) and 3D (quantum dot [QD]) carrier confinements.

As shown in Figure 4.83, the semiconductor gain media can be realized in the form of bulk, quantum wells,
quantum wire, and quantum dots structures. Typical dimensions of the bulk structure ranges from 0.l to
0.5 um, which are many times the de Broglie wavelength of electrons. The carriers in semiconductors in bulk
gain media are not confined, and thus free to move in all three directions.

In nanoscale gain media, at least one or more of the dimensions must be of the order of magnitude of the de
Broglie wavelength of electrons, which range from 12 nm down to 2 to 3 nm, leading from weakly confined to
strongly confined quantum structures. In the quantum well systems, the movement of electrons is confined in
one direction (1D, i.e., in z-direction), resulting in step-like density of states as shown in the corresponding
figure above. As we further confine the electron movement in 2D (i.e., quantum wire) and 3D (i.e., quantum
dots), significant reduction in the density of states is observed as shown in Figure 4.83 above, resulting in an

Bulk Quantum Wells  Quantum Wire Quantum Dots

D(E) D(E) D(E)

Ea

Energy Energy Energy Energy

FIGURE 4.83 Schematic of gain media with structures of bulk, quantum wells, quantum wires, and quantum dots, with
their corresponding density of states.
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almost delta-function-like density function for the quantum dots. Engineering the dimensions of the nano-
scale gain media also results in engineering of the transition energy of electrons and holes, allowing alteration
of lasing wavelength on top of the bulk energy gap.

Implementation and Epitaxy of Gain Media into Devices

In semiconductor lasers, nano scale gain media (i.e., quantum wells, quantum dots, and others) can be
incorporated into various devices to realize lasing in the horizontal (as shown in Figure 4.84) and vertical
directions (as shown in Figure 4.85). In edge emitting lasers, the reflector of the lasers can be provided by the
as-cleaved facets resulting in reflectance of approximately 30% with an in-plane resonator. For more
sophisticated telecommunication lasers that require a single frequency, device structures employing
distributed feedback lasers or distributed Bragg reflectors (DBRs) can be employed.

The principle of operation for vertical cavity surface emitting lasers (VCSELs) is different from that of edge-
emitting lasers, in the sense that VCSELs emit the light out in the vertical direction. The cavity in VCSELs is
formed by a A-cavity sandwiched by the p-DBRs and n-DBRs. Typical DBR structures are formed by the
GaAs—AlAs alternating quarter-wave stacked layers, forming a 1D photonic lattice with a range of the
forbidden gap. The forbidden gap corresponds to the high reflectivity range for certain wavelengths, with
typical stop band of approximately 50 to 100 nm. The center of the forbidden gap is typically aligned with the
peak of the cavity resonance and the peak gain from the gain media.

The epitaxy of edge-emitting lasers and VCSELs devices with quantum-confined gain media can be realized
by utilizing the molecular beam epitaxy (MBE) and metalorganic chemical vapor deposition (MOCVD). The
MBE growth technique allows submonolayer deposition on a substrate, and it is based on a high-vacuum
technique (10" Torr) with elemental crucibles serving as the growth sources. MOCVD is another epitaxy
technique widely utilized in the compound semiconductor research and industry. Similar to MBE, MOCVD is
also capable of realizing high-quality interfaces with precision in the monolayer range. MOCVD growth
techniques do not require a high vacuum chamber; instead, typically, the reactor chamber is kept at low
pressure (50 to 100 mbar).

/

FIGURE 4.84 Schematic of ridge-guide edge emitting lasers.
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FIGURE 4.85 Schematic of vertical cavity surface emitting lasers (VCSELs).
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Strained Quantum Well Lasers

It was first proposed by Yablonovitch and Kane [7,8], and independently by Adams [9], that the utilization of
the strained quantum well structure should lead to improvements in lasing characteristics. The utilization of a
strained quantum well structure allows the growth of material systems without lattice matching to the
substrate, which achieves bandgap engineering for emission wavelength other than the bulk lattice matched
materials. The strained quantum well also offers lower transparency current density as well as higher
differential gain, which in turn results in lower threshold current density and higher speed diode lasers. The
predicted theoretical advantages of the strain effect in quantum well lasers have been demonstrated
experimentally for many different laser applications in telecommunications, mid-IR applications, red laser
applications, and many other applications.

The compressive and tensile quantum well structures are shown in Figure 4.86. In the compressive quantum
well structure, the lattice constant of the quantum well is larger than that of the substrate, while the lattice
constant for tensile quantum well is smaller than that of substrate. These lattice mismatching of the strained
quantum well materials with the lattice constant of the substrate results in biaxial strain in the layers. As the
strain layer is made thicker, the biaxial strain in the layer leads to accumulation of strain energy. To ensure a
high-quality strained quantum well, the layer should be grown under a pseudomorphic condition limited by a
critical thickness (h.). By growing the strained quantum well below a critical thickness, the accumulated
surface strain energy is lower compared to the energy to form dislocations, which will in turn prevent the
creation of defect during the epitaxy. Just as an example, the critical thickness of In,Ga,_,As QW
(x=0.35 to 0.4) grown on GaAs substrate is in the range of 60 to 80 A.

The understanding of the improved performance of strained-layer QW lasers can be explained from the
reduction of the density of states as shown in Figure 4.87. Lattice-matched QW active regions typically have
degeneracy near the edge of the valence bands for the heavy holes and light holes. As biaxial strain is
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FIGURE 4.87 Effect of strain on the bulk band structure.
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incorporated in the pseudomorphically grown QW active region, the degeneracy in the valence band edge is
broken. For the compressively strained QW, typically the heavy holes (HH) band becomes the valence band
maximum. This results in transverse-electric (TE)-like polarization for the optical gain of compressively
strained quantum-well structure. In contrast to the case for a compressively strained QW, the light-hole
(LH) band becomes the valence band maximum in a tensile strained QW. This leads to the transverse-
magnetic (TM)-like polarization for the optical gain in the tensile strained QW.

The break in the degeneracy of the strained-layer QW active region leads to a reduced density of states.
At the transparency condition, the separation of the quasi-Fermi level is identical to the separation of the
conduction band minimum and the valence band maximum. The LH band is pushed further down from
the HH band in the compressively strained QW structures, which leads to less filling of carriers in the
LH band. The opposite case happens in the tensile strained QW, in which the HH is significantly less
populated due to the lower band edge of the HH band in comparison to that of the LH band.
Differential gain is also inversely proportional to the density of states, as a result of reduced state filling
effect. The reduced density of states in a strained QW active region leads to a lower transparency carrier
density and larger differential gain (dg/dm), which in turn will lead to reduced threshold carrier and
current density.

Quantum Dots Lasers

Quantum dots (QD) gain media utilize a 3D carrier confinement in the dots. Some of the direct theoretical
advantages of utilizing QDs in lasers include sharp band-to-band transitions that give an emission wavelength
with narrow linewidth, high differential gain that leads to extremely low threshold current, and high
characteristic temperature, Tj,.

In the early development, quantum dots patterns were formed by patterning with electron beam lithography
technique. By etching the patterns formed by lithography, one can realize the quantum dot structures. QD
structures formed by lithography method are typically periodic, controllable, selective, and of high precision.
Unfortunately, surface recombination and process-induced damages result in significant nonradiative
recombination, thus leading to poor photonic devices.

In 1992, Tabuchi et al. proposed the use of Stransky—Krastanow (SK)-based self-assembled InAs islands on
GaAs substrate as quantum dots [10], as shown in Figure 4.88. Thanks to advances in epitaxial growth
technology, self-assembled growth of QDs is now the center of interest in the semiconductor material and
device research field. Though the self-assembled QDs based on SK growth mode are inherently almost defect-
free, the large inhomogeneous broadening of these QDs results in broad and low optical gain in comparison
to that predicted theoretically. The large inhomogeneous broadening in the self-assembled QDs results from
the random formation and large size distribution of the dots. Some of the common features of the self-
assembled quantum dots gain media are controllable chirp (+, —, 0 chirp), extremely broad band gain
(advantageous for optical amplifiers, but a disadvantage for lasers), low threshold current lasers, and potential
for realizing high temperature insensitive lasers. Some common challenges of these self-assembled QDs are
the difficulties in pushing the emission wavelength beyond 1300 nm on GaAs, large inhomogeneous
broadening (from size distribution of QDs), and the challenges in achieving high maximum modulation
speed for the SCH-QD. One of the methods of achieving high speed QD lasers is to utilize tunnel-injection
QD structures, as proposed by Bhattacharya et al. [11].

Stranski- In(Ga)AsQDs
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FIGURE 4.88 Schematic of Stranski—Krastanow epitaxy mode for self-assembled In(Ga)As QDs.
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Novel Gain Media for Telecom Lasers: InGaAsN QWs and InAs QDs

One of the most important applications of semiconductor lasers is as the transmitter for optical fiber
telecommunication. Because of the minimum dispersion and minimum attenuation in fiber, optical
communication systems require semiconductor lasers at wavelength regimes of 1300 and 1550 nm, respectively.
The ability to grow lattice-matched bulk and quantum-well InGaAsP material systems on InP substrates to
achieve emission wavelengths of 1300 and 1550 nm led to significant research and development in the field of
InP-based lasers for telecom applications, leading to the realization of some of the state-of-the-art telecom lasers.
However, conventional InP-based long wavelength diode lasers, at A = 1300 to 1550 nm, are unfortunately
inherently highly temperature sensitive, due to strong Auger recombination, large carrier leakage from the gain
media, intervalence band absorption, and a strongly temperature-dependent material gain parameter. These
poor temperature characteristics of InGaAsP-InP lasers lead to the need for additional electronics to maintain
thermal stability, which in turn lead to a significant increase in packaging cost.

The demand for higher bandwidth and longer transmission distance requires low-cost, single-mode, 1300
to 1550 nm transmitter sources, without any temperature controller. Transmitters based on 1300-nm edge
emitters or VCSELs operating at a modulation bandwidth of 10 Gb/sec, for the metro application using single
mode fiber, should allow data transmission up to a distance of 20 to 30 km. In order to realize low-cost
(uncooled), 1300 to 1550 nm-based optical communications systems, high-performance (i.e., temperature
insensitive) diode lasers (either in-plane or VCSELs) are needed that operate up to 85°C. Another major factor
motivating the development of 1300 to 1550 nm GaAs-based diode lasers is the ease in forming high-quality
GaAs/AlAs distributed Bragg reflectors (DBRs) on GaAs substrates. The ability to fabricate high-quality
AlGaAs-based DBRs has allowed the GaAs-based VCSELs to have performance comparable to GaAs-based in-
plane diode lasers.

Several approaches to realize novel nano-scale gain media have been explored for emission wavelengths of
1300 to 1550 nm on GaAs substrate, utilizing semiconductor nanostructure of InGaAsN (dilute nitride), InAs,
GaAsSb, and others. The lists of novel approaches on GaAs and InP (i.e., InGaAlAs quantum wells) here are
not meant to be exhaustive; rather, the discussion here will be limited to only selected approaches that utilize
InGaAsN quantum wells and InAs quantum dot lasers.

An attractive approach for achieving long-wavelength laser emission on GaAs substrates is the use of highly
strained InGaAsN QWs. The reduction in the bandgap of the InGaAsN materials (as shown in Figure 4.89),
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FIGURE 4.89 Schematic of energy bandgap for GaAsN and InGaAsN material systems with their corresponding strain
and bulk emission wavelengths.
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FIGURE 4.90 Schematic of strain-compensated InGaAsN QW with GaAsP tensile barriers.

pioneered by M. Kondow et al. [12], due to the existence of the N, is also followed by reduction in the
compressive strain of the material due to the smaller native lattice constant of the InGaN compound. The early
development of InGaAsN QW lasers employed nearly-lattice-matched low-In content and high—-N content
InGaAsN QW active regions [12,13]. Because of the smaller native lattice constant of the InGaN compound,
the incorporation of N into the compressively strained InGaAs material system can result in a nearly-lattice-
matched InGaAsN QW.

Some of the best lasing characteristics for InGaAsN devices have been realized by MBE [14-19] and
MOCVD techniques [20-27] with threshold current densities in the range of 200 to 210 A/cm” for emission
wavelength at around 1280 to 1320 nm. One of the most promising approaches is by utilizing the
compressively strained InGaAsN QW surrounded by tensile barriers of GaAsP, for strain compensation
purpose as shown in Figure 4.90. Prior analysis [22] indicates that heavy hole leakage and temperature
sensitivity of material gains for dilute-nitride lasers are the contributing factors in limiting its high-
temperature performance. By suppressing the heavy hole leakage phenomenon in InGaAsN QW (utilizing
higher bandgap GaAsP barriers to surround the QW), significant reduction in threshold current density and
increase in the external differential efficiency of the InGaAsN QW lasers are achieved. As a result of reduced
heavy hole escape rate, InGaAsN lasers with higher bandgap barriers also showed reduction in the temperature
sensitivities of both the threshold current density and slope efficiencies. Utilizing the larger bandgap barrier
design of GaAsy ;P 33, threshold current density of only 400 A/cm? were measured for InGaAsN QW lasers at
a heat sink temperature of 100°C [20,22].

Some of the recent MOCVD structures with InGaAsN QWs and GaAsN barriers have demonstrated low
threshold current densities for 4 = 1378 nm, and InGaAsN lasers with a carefully chosen QW growth
condition, barrier material and annealing temperature have achieved lasing to 2 = 1410 nm. Threshold current
densities were 563 and 1930 A/cm? for the lasers emitting at 2 = 1378 and 1410 nm, respectively [20,28].

Low-threshold current density MBE-grown InAs QD lasers have also been demonstrated by several groups
[11,29-32] at emission wavelengths around 1.3 um. In contrast to that of MBE, low threshold current density
MOCVD-grown In(Ga)As QD lasers have only been demonstrated up to emission wavelengths around 1150 to
1180 nm [33,34]. TU Berlin reported MOCVD-grown three-stacked Ing sGagsAs QD as-cleaved lasers with
threshold current density of approximately 100 A/em? (Leyy = 1000 um) emitting at 1150 nm [33]. Utilizing
strain-relieving layers of Ing;,GagggAs, the group at the University of Tokyo reported threshold current
density of 147 A/cm® for HR/HR-coated MOCVD-grown InAs QD laser devices emitting at 1180 nm [34].

As of 2004, the best-reported InAs QD laser (by MBE) at 1.46 um was reported by TU Berlin, with high-
threshold current density of 2.3 kA/cm? [35]. The existence of very large strain and large quantum-size-effects
in InAs QD grown on GaAs have led to significant challenges in pushing its emission wavelength to 1550 nm
for laser devices.

Type-II Quantum Well Lasers

Type-1 quantum well structures confine both electrons and holes in the same spatial layer, similar to the
quantum well structures discussed above. The type-II “W” structure was originally proposed by Meyer and
coworkers [36], and this idea has been successfully implemented in mid-IR diode lasers on GaSb substrates.
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FIGURE 4.91 Type-II QW of GaAsN-GaAsSb, with their respective electron and hole wavefunctions.

In contrast to the type-I quantum well structure, electrons and holes are confined in different spatial layers for
the case of type-II quantum well structures [37], as shown in Figure 4.91 for the GaAsN-GaAsSb structure.
Figure 4.91 shows an example in which the electrons and holes are confined in the GaAsN and GaAsSb
quantum wells, respectively [37]. Typical materials chosen for electron quantum well in this type-II
configuration are materials with large electron confinement energy, similar to that of the GaAsN layer. In
contrast to that, the GaAsSb is chosen for confining the holes, due to the large valence band confinement
energy. One of the unique characteristics of this type-II quantum well structure is that the electron and hole
transition energy is determined by the band discontinuity of the semiconductor layers, rather than their
fundamental bulk band gaps.

In the example discussed here [37], the electron wells consist of GaAsN layers and the hole-wells consist of
GaAsSb layers. The arrangement of this design is made possible due to the large disparity of the band lineup of
the GaAsN and GaAsSb compounds with that of GaAs. The weak type-II band lineup near the valence band of
the GaAsN/GaAs, results in a large conduction band offset (AE.). The GaAsSb/GaAs system has a large type-II
band lineup in the conduction band, which results in the large valence band offset (AE,). This particular
structure allows one to achieve emission wavelength at 1550 nm on GaAs substrate, which is the wavelength of
interest for long-haul optical communication systems. One of the additional advantages of this structure is the
potential for reduced Auger recombination in type-II structures [38], which is a highly temperature sensitive
process. Suppression of Auger recombination in laser applications leads to reduced threshold and less
temperature sensitive lasers. The drawback of this type-II quantum well structure is related to the reduced
electron-hole wavefunctions overlap as shown in Figure 4.91, which is due to the fact that the electrons and
holes are confined in different spatial layers. Though low electron-hole wavefunctions overlap will impact the
optical gain of this quantum well structure, careful bandgap engineering of the active media can allow
optimization of the gain achievable from this structure.

Quantum Intersubband Lasers

The possibility of using unipolar intersubband transition as a means of light amplification was first proposed
by Kazarinov and Suris in 1971 [39]. However, due to significant theoretical and technical difficulties, the next
20 years saw little progress in utilizing the concept to build a practical laser device. Finally in 1994, Faist and
Capasso et al. from AT&T Bell Labs, first demonstrated the first quantum cascade intersubband laser emitting
at 4.3 um [40].

Compared to the larger, more common family of interband laser, quantum cascade intersubband lasers are
theoretically intriguing and technologically important at the same time. To begin with, they are intriguing
because light amplification, or gain, is provided by carrier relaxation from higher to lower discrete energy
levels in a quantum-confined physical structure, commonly referred to as a well. This means that emission
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FIGURE 4.92 Energy band lineup schematic of quantum cascade intersubband laser under bias.

wavelength is no longer restricted to the energy gap of materials. Wavelength tailoring can now be done simply
by changing the dimension of the quantum well. The relaxed carriers then quantum mechanically “tunnel”
through potential energy barriers (by the application of potential difference) and cascade down the energy
ladder while providing light amplification. Please refer to Figure 4.92 for clarity.

Quantum cascade intersubband lasers are also technologically important since they cover wavelengths in the
mid- to far-IR range, which were previously unattainable by interband lasers. Mid- to far-IR spectra are
important because they contain fundamental absorption lines of most molecules. This property allows
compact mid-IR sources to find applications in highly sensitive trace gas analysis such as pollution monitoring
and biomedical sensing [41].

Future: Quantum Effects and Semiconductor Nanotechnology

The capabilities of nanoscale engineering of semiconductor materials has allowed the realization of various
electronics and optoelectronics devices utilizing quantum effects as its operating principles. The overview
presented in this chapter only covers selected choices of semiconductor nano-electronics and nano-
optoelectronics devices.

For semiconductor nano-electronics devices, resonant tunneling diodes and single electron transistors were
discussed. The utilization of 2D electron gas for the high electron mobility transistors has also led to the
realization of record high speed electronics devices. The pursuit of semiconductor nano-electronics based on
emerging GaN-based compound semiconductor material systems has not matured to the extent of GaAs and
InP material systems. The development of resonant tunneling diodes on GaN-based material systems is
important not only for electronics application, but also as an injector for optoelectronics utilizing quantum
intersubband processes. Improvement in the GaN-based material epitaxy should improve the performance of
GaN-based RTDs and high electron mobility transistors (HEMTs).

The section on semiconductor nano-optoelectronics only discussed selected topics on quantum wells and
quantum dots laser devices. The understanding of the semiconductor optical amplifier (SOA) based on
quantum dots is still lacking, and the QD-SOA should provide a mechanism to achieve higher-speed
amplifiers in comparison to that achievable by bulk or QW gain media. The development of the dilute-nitride
semiconductor nanostructure is also very interesting, as it provides a mechanism to achieve 1550-nm (or
beyond) emission wavelength on a GaAs substrate. The utilization of dilute-nitride type-II quantum well gain
media should also provide a potential mechanism to achieve mid-IR lasers from InP substrates [42].
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The development of the quantum intersubband devices based on GaN material systems is still lagging behind
that of the GaAs/InP material systems, mainly due to the difficulty in reducing the defect density in the GaN
material systems. As the material quality of GaN-based epitaxy is improved, the device physics and
performance of the GaN-based intersubband devices should be feasible for laser and switching applications.
Though self-assembled InAs QD lasers have demonstrated excellent lasing characteristics, the development of
InN QD lasers is still immature and requires further investigation.
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5.1 Electrical Equipment in Hazardous Areas
Sam S. Khalilieh

The safety and economic impact of unintentional ignition of explosive mixtures is something that should
never be underestimated when processing, storing, generating or transporting combustible liquids, gases or

dusts. Where hazardous atmospheres can exist, electricity should be a primary concern of every engineer and
system designer. Hazardous atmospheres can exist not only in the more common surroundings of industrial,
chemical, and environmental facilities, but also in many less obvious environs where dust is present, where gas
can accumulate, and where combustible gas-forming reactions occur. To minimize risks in such areas, it is
necessary to design specific hazard-reducing electrical systems. Most electrical equipment is built to specific
standards aimed to reduce the incidence of fires and human casualties. The majority of such incidents can be
attributed to poor or defective installations, improper use of approved equipment, deteriorated equipment,
and accidental applications. In combination with an explosive atmosphere, these factors can result in
extremely dangerous conditions. Designing an electrical system for a hazardous location requires careful
planning, research, engineering, and ingenuity in using proper protection techniques to develop better
applications and classifications that reduce hazards.

5-1
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FIGURE 5.1 Explosion triangle.

Fundamentals of Explosion Protection

Safety of personnel and equipment present in hazardous areas should never be taken for granted. In 1913, a
massive methane gas explosion in a coal mine in Glamorganshire, South Wales claimed the lives of 439 mine
workers. After months of research and studies, a group of experts and scientists concluded that the explosion
was caused by a small amount of electrical energy stored in the circuit. This small amount of energy, combined
with the presence of an explosive gas and air mixture and the absence of proper protection, proved to be fatal
for the mine workers.

To understand the dangers associated with electrical equipment in hazardous areas, one must first
understand the basics. Chemically speaking, oxidation, combustion, and explosions are all exothermic
reactions where heat is given off at different reaction speeds. For these reactions to occur, three components
must be present simultaneously in certain concentrations (Figure 5.1). These components are: (1) fuel (liquid,
gas, or solids); (2) sufficient amount of oxygen (air); and (3) ignition source (electrical or thermal). After
ignition, an exothermic reaction in the explosive atmospheres will concurrently and simultaneously propagate
at a total pressure and temperature ranging from 11.6 PSI to almost 16 PSI and -20°C to 60°C, respectively.

Some of the obvious ignition sources that can be potentially hazardous include: (1) hot surfaces (motor
windings, heat trace cable, light fixtures); (2) electric sparks and arcs (when circuits are opened and closed,
short circuits); and (3) mechanic sparks (friction, grinding). Some less obvious but just as dangerous ignition
sources include: (1) electrostatic discharge ESD (separation process in which at least one chargeable substance
is present); (2) lightning; and (3) radiation, compression, and shock waves.

Explosions are usually violent and perilous, and all the protection techniques pale in comparison to one
method — avoidance. It is by far the cheapest, safest, and most preferable technique in dealing with
explosions. Some of the “avoidance techniques” that follow can be employed alone or in combinations:

1. Air movement/ventilation — This concept focuses on preventing the formation or accumulation of
explosive gases in a confined area. Ventilation usually requires the introduction of mechanical
equipment specifically designed to inject air into a specific area at higher volumes than natural
ventilation. In typical areas above ground level and without artificial air, the air will be removed and
replaced at one air change per hour (1 ACPH). If such a technique is chosen, a good designer will take
into account the implications of equipment failure.

2. Concentration — This concept focuses on keeping the explosive mixture concentration outside its
flammable limits (see flammable limits below), and therefore preventing the buildup of explosive
atmospheres.

3. Avoid flammable or ignitable material — This concept is self explanatory. Wherever possible, avoid the
use of flammable material or substitute with one that is incapable of producing or forming an explosive
mixture.
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4. Adjusting the flash point (see definition below) — Raising the flash point temperature of the flammable
substance usually does the trick. For a water soluble mixture, this can be easily achieved by adding water.
5. Oxygen starvation — This concept focuses on limiting the oxygen to less than 10% of volume. This is
usually accomplished by introducing a high volume of what is commonly known as inert gases, such as
nitrogen, to the mixture causing the ratio of inert gas to explosive mixture to exceed 25 to 1. At such a ratio,
the buildup of explosive concentration is virtually impossible regardless the volume of air (oxygen) added.

When dealing with electrical equipment in hazardous locations, it is important to understand the following
terms as they are use frequently when it comes to hazardous areas

1. Flash Point (FP) — The minimum temperature at normal air pressure at which a combustible or
flammable material releases sufficient vapors ignitible by an energy source. FP provides an indication of
how easily a chemical may burn. The lower the FP, the greater the hazard. Depending on the flash point,
flammable liquids are divided into four classes of hazard: (1) Al (FP < 21°C), (2) All
(21 < FP < 55°C), (3) AIll (55°C < FP < 100°C), and (4) B (FP < 21°C at 15°C dissolving in
water).

2. Flammable Liquids — Are generally volatile and give off vapors with vapor density over 1.0, and
therefore collect at low points. They also have a flash point below 100°F (37.8°C) with a vapor pressure
below 40 PSI.

3. Combustible Liquids — Have most of the characteristics of flammable liquids, except that their flash
point is above 100°F (37.8°C).

4. Ignition Temperature — The minimum temperature under normal operating pressure at which a
dangerous mixture ignites independently of the heating or heated element.

5. Flammable Limits (FL) — The upper flammable limit (UFL), also known as the upper explosive limit
(UEL), or the maximum concentration ratio of vapor to air mixture above which the propagation of
flame does not occur when exposed to an ignition source. Here, the mixture is said to be “too rich” to
burn. The lower flammable limit (LFL), also know as lower explosive limit (LEL), is the minimum
concentration ratio of vapor to air mixture below which the propagation of flame does not occur when
exposed to an ignition source. Also, here, the mixture is said to be “too lean” to explode. Significant
attention must be given to LEL, since it provides the minimum quantity of gas necessary to create a
hazardous mixture. Generally, the flammable limits are indicated in percent by volume, which is
abbreviated % vol. Note that the explosion of a mixture in the middle the of UEL and LEL is much more
violent than if the mixture were closer to either limit.

6. Maximum Surface Temperature — The maximum temperature generated by a piece of electrical
equipment under normal or fault conditions. This temperature must be below the minimum ignition
temperature of the potentially explosive surrounding atmosphere. Equipment used in hazardous
locations must be clearly marked to indicate class, group, and maximum surface temperature or range
referenced to 40°C (104°F) ambient temperature. Table 5.1 shows that an apparatus with a specific “T”
class can be used in the presence of all gases having an ignition temperature higher than the “T”
temperature class of the device. For added safety, it is recommended that the maximum surface
temperature be not more than 80% of the minimum ignition temperature of the surrounding gas. The
reader is cautioned not to confuse maximum working (operating) temperature with maximum surface
temperature, which is measured under worst-case conditions of the electrical apparatus. An electrical
apparatus designed to operate with a maximum ambient temperature of 70°C — even in the worst
conditions of the expected temperature range — must not have a temperature rise greater than a safety
margin of 10°C to be classified as T6 or 5°C for classes T3, T4, and T5 (Table 5.1).

7. Vapor Density — The weight of a volume of pure vapor gas compared to the weight of an equal volume
of dry air under the same normal atmospheric pressure and temperature. It is calculated as the ratio of
molecular weight of the gas to the average molecular weight of air (28.96). Methane gas (CH,) with
molecular weight of 16 and vapor density of 0.6 tends to rise, while Acetone (C;HgO) with molecular
weight of 58 and vapor density of 2 tends to settle closer to ground levels. A vapor density of 0.75 is
typically considered the limit between lighter and heavier gases.
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TABLE 5.1 Maximum Surface Temperature under All Operating Conditions

Maximum Temperature

°C °F Identification Number
450 842 T1
300 572 T2
280 536 T2A
260 500 T2B
230 446 T2C
215 419 T2D
200 392 T3
180 356 T3A
165 329 T3B
160 320 T3C
135 275 T4
120 248 T4A
100 212 T5
85 185 Te6

Note: Surface temperature of electric apparatus during operation must not exceed
limitations of the hazard present. Reprinted with permission from NEPA 70-1996, the
National Electrical Code®, Copyright® 1995, National Free Protection Association,
Quincy, MA. This reprinted Protection Association, on the referenced subject which is
represented only by the standard in its entirety.

8. Air Current and Ventilation — Air movement/current can be both helpful and disastrous. A strong air
movement/current can help dilute the gas concentration and consequently reduce, if not eliminate the
hazard. A soft air movement/current can easily extend the perimeter of the hazardous area into an
adjacent safe area.

9. Vapor Dispersion — Where solid boundaries (walls, enclosures, panels, etc.) do not exist, vapor
dispersion will depend predominately on gas vapor density and velocity. Lighter vapors tend to disperse
vertically and outward, while heavier vapors tend to settle downward and out.

10. Fuels — Fuels of all forms — solid, liquid, and gas — are chemical substances that may be burned
in oxygen to generate heat, and are made up predominately of carbon and hydrogen and occasionally
sulfur. The ingredients of a combustion process are called reactants, while the outputs are called products.

Hazardous Areas Classification

In the United States, the National Electrical Code (NEC) defines a hazardous area as “an area where a potential
hazard may exist under normal or abnormal conditions because of the presence of flammable, combustible, or
ignitible materials.” This general description is divided into different classes, divisions, and groups to properly
assess the extent of the hazard and to design and specify safe operating electrical systems.

The need for classification is important not only for safety, but for economic reasons as well. Proper
application, good engineering, and experience can reduce the extent of the most volatile areas (Class I,
Division 1) within reasonably safe distances of potential leaks and ignition sources. Under Class I, Division 1,
equipment and installation costs can become an economic burden because the equipment is considerably
more expensive and must pass stringent tests to ensure proper and safe operation under normal or abnormal
conditions. The National Fire Protection Association (NFPA 497 A & B) and the American Petroleum
Institutes “Recommended Practice for Classification of Locations for Electrical Installations at Petroleum
Facilities” (ANSI/API RP 500) are excellent resources for defining hazardous area boundaries.

Classification of a hazardous area within a facility is usually determined by highly-qualified personnel,
including chemical engineers, process engineers, and safety officers. Their primary objective is to determine
where a potentially hazardous atmosphere exists, under what conditions it exists, and how long it exists.
Careful study and design of electrical installations, especially in hazardous areas, are crucial for the safe
operation of electrical equipment and prevention of an accidental ignition of flammable materials. The NEC,
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which has been adopted by many states, agencies, and companies as the basis for inspections, describes the
requirements and procedures for electrical installations in hazardous areas. Articles 500-505 contain the
requirements of electrical equipment and wiring for all voltages in locations where fire or explosion hazards
may exist due to flammable gases or vapors, flammable liquids, combustible dust, or ignitible fibers or flyings.

In order to make a safe, cost-effective, and sound assessment of area classification, we first must ask some
rudimentary questions. Perhaps the most critical aspect of area classification is the ability of qualified
personnel to ask the right questions while simultaneously visualizing and possibly modeling or simulating
different abnormal conditions and leaking scenarios under different circumstances (pressure, temperature,
etc.). These questions are by no means the only questions to ask, but rather a sample of the systematic process
needed when assessing hazardous areas.

1. What is the process?

2. What type of material and what are the properties of the raw materials, finished products, and
byproducts?

. What is the potential or likelihood that hazardous conditions are present at each potential leak source?

. What are the volumes, pressures, and temperatures throughout the process?

. What type of ventilation is available and what is its purpose?

. What is the impact/enormity of a potential explosion?

AN U s W

Classification Methods

There are currently two recognized classification methodologies: the traditional method — the NEC Division
Classification and the International Electrotechnical Commission (IEC) — Zone Classification. The IEC
methodology, which was added to the NEC (Article 505) in 1996, has been contentious for many reasons
including economic reasons, market monopoly, politics, and safety concerns. For the Zone Classification, the
NEC addresses only Class I (gases and vapors) areas and therefore, it [NEC] cannot be applied to Class II
(Combustible Dusts) or IIT (Fibers) areas. The NEC handbook clearly states that these two classification
methodologies are not to be intertwined or partially used. One method or the other should be chosen when a
facility is classified. Figure 5.2 graphically reflects the relation between division and zone areas.

IEC Methodology Non-Hazardous
(Zone) Area
Traditional

Methodology

Non-Hazardous

(Division) Area

Division 1

Division 2

Zone 0

Zone 1

Zone 2

FIGURE 5.2 Graphical comparison between Division and Zone areas.
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TABLE 5.2 Area Classification Based on NEC

Division 1—Hazard Is Present under Normal
Operating Conditions

Class I Gases and Vapor
Group A e.g., Acetylene
Group B e.g., Hydrogen
Group C e.g., ethylene
Group D e.g., methane
Class 1T Combustible dusts
Group E Metal dust

Group F Coal dust

Group G Grain dust

Class I1I Fibers

Division 2—Hazard Is Present only
under Abnormal Operating Conditions

Division Classification

In North America, hazardous areas are separated by classes, divisions, and groups. Article 500 of the NEC and
Table 5.2 describe hazardous locations by Class, Division, and Group. The Class defines the physical form of
combustible material mixed with oxygen molecules. The Division defines the probability of an explosive fuel
to air mixture being present. The Group indicates the type of vapor or dust present. The NEC gives the
following definitions:'

Class I, Division 1 Locations

1. Where ignitible concentrations of flammable gases or vapors can exist under normal operating
conditions; may exist frequently because of repair or maintenance operations or because of leakage; and
where breakdown or faulty operation of equipment or processes might release ignitible concentrations of
flammable gases or vapors, and cause simultaneous failure of electric equipment.

Class I, Division 2 Locations

1. Where volatile flammable liquids or flammable gases are handled, processed, or used but where the
liquids, vapors, or gases will normally be confined within closed containers or closed systems from
which they can escape only in case of accidental rupture or breakdown of such containers or systems, or
in case of abnormal operation of equipment;

2. Where ignitible concentrations of gases or vapors are normally prevented by positive mechanical
ventilation, and where they might become hazardous through failure or abnormal operation of the
ventilating equipment;

3. Adjacent to Class I, Division 1 locations, and where ignitible concentrations of gases or vapors might
occasionally be communicated; unless such communication is prevented by positive-pressure ventilation
from a source of clean air, and effective safeguards against ventilation failure are provided.

"Reprinted with permission from NFPA 70-2005, National Electrical Code®, Copyright@© 2004, National Fire Protection
Association. This reprinted material is not the complete and official position of the NFPA, on the referenced subject which is
represented only by the standard in its entirety. National Electrical Code® and NEC®) are registered trademarks of the National
Fire Protection Association, Inc., Quincy, MA 02169.



Instruments and Measurements 5-7

Class II, Division 1 Locations

1. Where combustible dust is in the air under normal operation conditions in quantities sufficient to
produce explosive or ignitible mixtures;

2. Where mechanical failure or abnormal operation of machinery or equipment might cause such explosive
or ignitible mixtures to be produced, and also might provide a source of ignition through simultaneous
failure of electric equipment, operation of protective devices, or from other causes;

3. Where combustible dusts of an electrically conductive nature may be present in hazardous quantities.

Class II, Division 2 Locations

Where combustible dust normally is not in the air in quantities sufficient to produce explosive or
ignitible mixtures, and dust accumulations normally are insufficient to interfere with the safe dissipation
of heat from electrical equipment, or may be ignitible by abnormal operation or failure of electrical equipment.

Class III, Division 1 Locations

Where easily ignitible fibers or materials producing combustible flyings are handled, manufactured, or used.

Class III, Division 2 Locations

Where easily ignitible fibers are stored or handled. Quantities and properties of hazardous materials are the basis
upon which the NEC classifies hazardous locations. Each hazardous location must be evaluated carefully to
determine the appropriate classification to facilitate the design process and to help specify the correct equipment.

Marking

All equipment used in hazardous area must be clearly marked to reflect class, group and operating
temperature referenced to 40°C (104°F) or temperature class (e.g. Class I, Division 1, Group D, T6).
Sometime, Division (or Div.) is not shown on the equipment nameplate, such equipment not marked to
indicate division or marked “Division 1” or “Div.1” can be used in both Division 1&2 locations. However,
equipment marked “Division 2” or “Div 2” can only be used in Division 2. locations. If temperature class is
used it shall indicate the “T Code” referenced in Table 5.1. Some equipment is provided with thermally
protected (TP) sensors, designed specifically to limit the temperature to that marked one on the equipment.
Without such TPs, operating these equipment in an ambient temperature higher than 40°C (104°F), will
increase the operating temperature of the equipment. Equipment marked for use in Class I and II, shall be
marked with the maximum safe operating temperature, based on simultaneous exposure to the combination
of Class I and Class II conditions.

Zone Classification

In Europe and countries (outside of North America), classification of hazardous areas is accomplished-
differently. BS EN 60079-10 is the standard for determining the classification of hazardous areas, giving
guidance in determining the area classification and recommendations for detailing the zones on drawings.
The standard also gives details about the protective measures that need to be applied to reduce the risk of
explosions. In the United States, Article 505 of the NEC describes hazardous locations by Class, Zone, and
Group. The Class defines the physical form of combustible material mixed with oxygen molecules. The Zone
classification defines the probability of an explosive fuel to air mixture being present. The Group indicates
the type of vapor or dust present. Table 5.3a defines area classification under the IEC methodology and
compares it to the Division methodology. The zone classification is defined by the IEC. Hazardous locations
are classified depending on the properties of the flammable vapors, liquids, or gases that may be present and
the likelihood that a flammable or combustible concentration is present. From Table 5.3a we can see that
Division 2 is equivalent to Zone 2, while Division 1 is split between Zone 1 and Zone 0. It is worth noting
that equipment approved for the Divisional area may and can be used in the equivalent Zone area. Because
of the idiosyncrasies such as supervision of work, dual classifications and area reclassification associated with
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TABLE 5.3 Division vs. Zone Comparison Based on the National Electrical Code (Traditional Method vs. IEC)

Table 3a— Area Classification Comparison

Traditional Method IEC Method

Division 1: Zone 0:

Where ignitable concentrations of Where ignitable concentrations of flammable
flammable gases, vapors or gases, vapors or liquids can exist all of the time
liquids can exist all of the time or or for long periods of time under normal
some of the time operating conditions

under normal operating conditions
Zone 1:
Where ignitable concentrations of flammable
gases, vapors or liquids can exist some of the
time under normal operating conditions

Division 2: Zone 2:

Where ignitable concentrations of Where ignitable concentrations of flammable
flammable gases, vapors or liquids are gases, vapors or liquids are not likely to exist
not likely to exist under normal under normal operating conditions.

operating conditions.

Table 3b— Protection Method Comparison

Traditional Method IEC Method
Division 1: Zone 0:
Explosion proof Intrinsically safe “n” (2 fast)
Intrinsically safe (2 fast) Class I, Div. 1 Intrinsically safe (2 fast)

Purged pressurized (Type X or Y)
Zone 1:
Encapsulation, “m”
Flameproof, “0”
Increased safety, ‘€’
Intrinsically safe, “b” (1 fast)

« »

Oil immersion, “o
Powder filling, “q”

Purged pressurized, “p”
Any Class I, Zone 0 method

Any Class 1, Div. 1 method

Division 2: Zone 2:

Hermetically sealed Hermetically sealed, “nC”
Nonincentive Nonincentive “nC”
Non-sparking Non-sparking, “nA”

Oil immersion Restricted breathing, “nR”

Purge pressurized (Type Z) Sealed device, “nC”

Sealed device Any Class I, Zone 0 or 1 method
Any Class I Div. 1 method Any Class I, Div. 1 or 2 method

Table 3c— Temperature Code Comparison

Traditional Method IEC Method
T1 450°C/842°F T1
T2 300°C/572°F T2
T2A 250°C/536°F —
T2B 260°C/500°F -
T2C 230°C/446°F -
T2D 215°C/419°F —
T3 200°C/392°F T3
T3A 180°C/356°F —
T3B 165°C/329°F -

T3C 160°C/320°F -
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TABLE 5.3 (Continued)

Traditional Method IEC Method
T4 135°C/275°F T4
T4A 120°C/248°F -
T5 100°C/212°F T5
Té6 85°C/185°F T6

Table 3d— Gas Group Comparison

Traditional Method IEC Method
A (acetylene) IIC (acetylene & hydrogen)
B (hydrogen) IIC (acetylene & hydrogen)
C (ethylene) IIB (ethylene)
D (propane) IIA (propane)

Table 3e—Marking Comparison

Traditional Method IEC Method
Divisions 1 or 2 Zones 0, 1 or 2
Gas Groups A, B, C or D Gas Groups IIA, B, or IIC
Temperature Codes T1-T6 Temperature Codes T1-T6

Zone Classification, it is usually used in new construction or areas requiring major process and upgrades.
Zone classification is divided into six categories:

Zone 0 Locations

Where ignitable concentrations of flammable gases, vapors or liquids can exist all of the time or for long
periods of time under normal operating conditions.

Zone 1 Locations

Where ignitable concentrations of flammable gases, vapors or liquids can exist some of the time under normal
operating conditions

Zone 2 Locations

Where ignitable concentrations of flammable gases, vapors or liquids are not likely to exist under normal
operating conditions.

Zone 20 Locations

Where an explosive atmosphere in the form of a cloud of combustible dust in air is present continuously, or
for long periods or frequently.

Zone 21 Locations

Where an explosive atmosphere in the form of a cloud of combustible dust in air is likely to occur in normal
operation occasionally.

Zone 22 Locations

Where an explosive atmosphere in the form of a cloud of combustible dust in air is not likely to occur in
normal operation but, if it does occur, will persist for a short period only.

Marking

As with division marking, all equipment used in hazardous area must be marked to reflect five points that
must be clearly shown in order on the equipment nameplate:
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. Class I, Zone 1: Indicates area classification

. AEx: Indicates equipment built to US standards (EEx for Europe)
. ia: Indicates protection methodologies

. IIB: Indicates gas group

. T4 : Indicates temperature classification

Ul W W N =

Enclosure Types and Requirements

When it comes to choosing the right enclosure to house electrical equipment, this task must not be taken
lightly. Choosing the proper type of enclosure for electrical equipment is important for two reasons:

1. Personnel protection against accidental contact with enclosed electrical equipment.
2. Protection of internal equipment against outside harm.

Enclosures are designated by a type number indicating the degree of protection and the condition for which
they are suitable. In some applications, enclosures have a dual purpose and therefore, are designated by a two-
part type number shown with the smaller number first (e.g., 7/9). The following enclosure types, with their
enclosed equipment, have been evaluated in accordance with Underwriters Laboratories, Inc. UL 698,
“Industrial Control Equipment for Use in Hazardous Locations,” and are marked to show the class and group
letter designations.

Type 7 Enclosures

Type 7 enclosures are non-ventilated, intended for indoor applications, and classified for Class I, Group A, B,
C, and D as defined in Table 5.2. The letters A-D sometimes appear as a suffix to the designation Type 7 to give
the complete designation. According to UL 698, Type 7 enclosures must be designed to withstand an internal
explosion pressure of specific gases and to prevent such an explosion from igniting a hazardous mixture
outside the enclosure (Explosion Test). In addition, Type 7 enclosures fabricated from sheet steel are designed
to withstand two times the internal explosion pressure for 1 minute without permanent deformation and three
times the explosion pressure without rupture. If constructed of cast iron, the enclosure must be capable of
withstanding four times the explosion pressure without rupture or deformation. This test may be waived if
calculations show a safety factor of five to one for cast metal or four to one for fabricated steel. The enclosed
heat generating devices are specifically designed to prevent external surfaces from reaching temperatures
capable of igniting explosive vapor-air mixtures outside the enclosure (Temperature Test).

Type 8 Enclosures

Type 8 enclosures are non-ventilated, intended for indoor applications, and intended for Class I, Group A, B, C,
and D as outlined in Table 5.2. The letters A-D appear as a suffix to the designation Type 8 to give the complete
designation. According to UL 698, the oil-immersed equipment must be able to operate at rated voltage and most
severe current conditions in the presence of flammable gas-air mixtures without igniting these mixtures.

Type 9 Enclosures

Type 9 enclosures are non-ventilated, intended for indoor applications, and classified for Class II, Group E, F,
and G as outlined in Table 5.2. The letters E, F, or G appear as a suffix to the designation Type 9 to give the
complete designation. According to UL 698, the enclosure with its enclosed equipment is evaluated in
accordance with UL 698 in effect at the time of manufacture. This evaluation includes a review of dimensional
requirements for shaft opening and joints, gaskets material, and temperature rise under a blanket of dust. The
device is operated at full rated load until equilibrium temperatures are reached, and then allowed to cool to
ambient temperature over a period of at least 30 hours while continuously subjected to circulating dust of
specified properties. No dust shall enter the enclosure (Dust Penetration Test). Furthermore, Type 9 enclosures
must also pass the “Temperature Test with Dust Blanket,” which is similar to the temperature rise test except
the circulating dust is not aimed directly at the device during testing. The dust in contact with the enclosure
shall not ignite or discolor from heat, and the exterior surface temperature based on 40°C (104°F) shall not
exceed specific temperatures under normal or abnormal conditions. Where gasketed enclosures are used,
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gaskets shall be of a noncombustible, non-deteriorating, vermin-proof material and shall be mechanically
attached. Type 9 ventilated enclosures are the same as non-ventilated enclosures, except that ventilation is
provided by forced air from a source outside the hazardous area to produce positive pressure within the
enclosure. The enclosure must also meet temperature design tests.

Type 10 Enclosures

Type 10 enclosures are non-ventilated and designed to meet the requirements of the U.S. Bureau of
Mines which relate to atmospheres containing mixtures of methane and air, with or without coal dust present.

It is important to note that enclosures for hazardous applications are designed for specific applications
and must be installed and maintained as recommended by the enclosure manufacturer. Any misapplication
or alteration to the enclosure may jeopardize its integrity and may eventually cause catastrophic failure of the
system. All enclosures should be solidly grounded and properly labeled with a warning sign reminding
the operator of the importance of de-energizing the incoming power to the enclosure prior to its servicing.

Protection Methodologies

Choosing a protection technique that suits each application can appear complicated because safety, reliability,
cost, and maintenance factors all must be considered. Over the years, a few hazardous area safety protection
methodologies have been used. Although methodologies differ in application and principles of operation, they
all have one common goal: to eliminate one or more components necessary for combustion. There are
different methods used in hazardous area protection environment protection. A good hazardous area assessor
recognizes that no one method alone is sufficient or suitable for all installations because of specifications and
regulatory issues. The final design is usually a combination of different methodologies designed to meet the
hazardous area specific needs. The protection methodologies can be separated into two categories:
Most widely used and popular methods include:

1. Intrinsic Safety

2. Explosion-Proof

3. Dust Ignition-Proof

4. Purging and Pressurization

Less popular methods include:

. Powder (Sand) Filled

. Oil Immersed

. Non Sparking

. Encapsulation

. Increased Safety

. Combustible Gas Detection System

AN U W N =

Intrinsic Safety “i”

Simply stated, intrinsic safety (IS) is all about preventing explosions. Intrinsic safety is based on the principle
of limiting the thermal and electrical energy levels in the hazardous area to levels that cannot cause an ignition
of a specific hazardous mixture in its most ignitable concentration. Under normal or abnormal operating
conditions (fault conditions are expected and are the essence of design for IS systems), the energy levels and
power generated are never sufficient to cause explosion by igniting a specific hazardous mixture present. IS can
only be used on instruments, control and sensing circuits where the voltage is typically 24VDC and less than
100mA. Intrinsic safety pertains to the minimum ignition temperature and the minimum ignition electrical
energy required causing a specific group to ignite. The energy level provided by an IS circuit is low (= 1 W)
and is used only to power up instruments with a low energy demand. An IS circuit incorporates an
Intrinsically Safe Apparatus (field device), and Associated Apparatus, and interconnecting wiring system.
Designing intrinsically safe systems begins with studying the field device. This will help determine the type of
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Associated Apparatus that can be used so the circuit functions properly under normal operating conditions,
but is still safe under fault conditions. Field devices can be simple, such as resistance temperature devices
(RTDs), thermocouples, mechanical switches, proximity switches, and light emitting diodes (LEDs), or they
can be non-simple, such as transmitters, solenoid valves, and relays. A field device is considered and
recognized as a “simple device” if its energy storing or generating values do not exceed 1.2V, 0.1 A, 25 mW (or
20 pJ) in an intrinsically safe system under normal or abnormal conditions.

The “simple device” may be connected to an intrinsically safe circuit without further certification or
approval. However, the fact that these devices do not have the ability to store or generate high levels of energy
does not mean they can be installed in a hazardous area without modification. They must always be used with
an Associated Apparatus to limit the amount of energy in the hazardous area, since a fault outside the
hazardous area can cause sufficient high levels of energy to leak into the hazardous area. A non-simple device
(e.g., relay, and transmitter) is capable of generating and storing energy levels exceeding the aforementioned
values. Such devices require evaluation and approval under the Entity concept (described later) to be used in
conjunction with an intrinsically safe circuit. Under the Entity concept, these devices have the following entity
parameters: V.« (maximum voltage allowed), I;;,.x(maximum current allowed), C; (internal capacitance) and
L; (internal inductance). Under fault conditions, voltage and current must be kept below the V., and I, of
the apparatus to prevent any excess heat or spark, which can be disastrous in hazardous areas. C; and L;
indicate the ability of a device to store energy in the form of internal capacitance and internal inductance, and
their value must be less than C, and L, of the Associated Apparatus (Table 5.4).

An Associated Apparatus (Figure 5.3), also known as a safety barrier, is an energy-limiting device needed to
protect a field device located in a hazardous area from receiving excessive voltage or current. An Associated
Apparatus is normally installed in a dust and moisture-free enclosure (NEMA 4) located in a non-hazardous

TABLE 5.4 Comparison of Entity Values of a Field Device and a Safety Barrier

Field Device (Intrinsically Safe Apparatus) Safety Barrier (Associated Barrier)
‘/max = Voc
Imax = L
G < C, (maximum allowed capacitance)
L; < L, (maximum allowed inductance)
Hazardous Non—-Hazardous
Area Associated Apparatus Area
(Also Known as Safety Barrier)
Current Limiting
Resistor Fuse
’)_(U_ ~
Field
Device Input
N Voltage
Zener ZS\ E\ Zener Up To
Diode Diode 250V
N
Intrinsically
_1_ Safe Ground
_ (R<Q1)

FIGURE 5.3 Major components of barrier circuit.
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area, as close as possible to the hazardous area to minimize the capacitance effect of the cable. If installed in a
hazardous area, the Associated Apparatus must be installed in an explosion-proof enclosure (e.g., NEMA 7D).

Figure 5.1 shows the three major components of a Zener-type safety barrier (note that there are other types
of barriers such as isolation and repeater types). The components are:

1. The current limiting resistor, which limits the current to a specific value known as short circuit current
(Isc)-

2. The fuse, which acts as an interrupter or protective device in case of a diode failure (fuse will blow if
diode conducts).

3. The Zener diode, which limits the voltage to a specific value known as open circuit voltage (V). Zener
diodes are unique in their ability to conduct current under reverse bias conditions. When voltage is
applied to the Zener diode in the reverse direction, a small amount of current known as leakage current
is passed through. This current remains small until the bias voltage exceeds the Zener breakdown
voltage. Exceeding the breakdown voltage causes the inherently high resistance of the Zener diode to
drop to a very low value, thus allowing the current to abruptly increase. This sudden current increase
forces the Zener diode to become a conductor, thereby diverting the excess voltage to ground. If the
current continues to flow above and beyond the fuse rating, the fuse will open and the circuit will be
completely interrupted. Most safety barriers incorporate at least two diodes in parallel to provide
maximum protection in case one diode fails (redundant safety).

In 1988, ANSI/UL 913 allowed the use of intrinsic safety barriers with replaceable fuses as follows: “if it is
accessible for replacement, and the fuse on a fuse protected shunt diode barrier shall not be replaceable by one
of higher rating.” The fuses are housed in tamper-proof assemblies to prevent confusion or misapplication.
The diodes have specific power ratings that must not be exceeded. The Zener diodes and fuses are governed by
a very specific set of parameters that allow the fuse to operate at one-third the power rating of the Zener diode
and to avoid irreversible damage to the Zener diode. The power rating for the Zener diode can be determined
as follows:

Zy = 15XV,  X2XI;

where
Z,, = minimum power rating of the Zener diode
Vo = maximum Zener diode open-circuit voltage
It = fuse current rating

Selecting the best barrier for the application depends on the field device and requires analysis to ensure
proper operation of the intrinsically safe circuit under normal or abnormal conditions. Three of the more
important characteristics requiring examination are: (1) internal resistance, (2) rated voltage, and (3) circuit
polarity. Regardless of the selected barrier, each has an internal resistance (R;) which limits the short circuit
current under fault conditions. As current passes through R;, it creates a voltage drop across the barrier that
must be accounted for (V = IR). The rated voltage of the safety barrier must be equal to or reasonably greater
than the supply voltage. The word reasonably is significant because excessive supply voltage can cause the
diode to conduct, rushing high current through the fuse and blowing it. The use of a regulated power supply
can significantly reduce problems associated with excessive supply voltage. To complete an analysis, the circuit
polarity must be established. AC barriers can be connected with either positive or negative power supply, while
DC barriers can be rated to either positive or negative.

Making Field Devices Intrinsically Safe

Resistance temperature devices (RTDs) and thermocouples can be made intrinsically safe by using isolated
temperature converters (ITCs) that convert a low DC signal from the field device into a proportional 4-20 mA
signal. These ITCs require no ground connection for the safe and proper operation of the IS circuit. Because of
their ability to store energy, transmitters are considered non-simple devices and must be approved as
intrinsically safe. If they are third-party approved, their entity parameter must be carefully considered.
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Transmitters (4-20 mA) convert physical measurements in hazardous areas, such as pressure and flow, into
electrical signals that can be transmitted to a controller in a safe area. Depending upon the conditions, 4-20 mA
signals can be made intrinsically safe by using a repeater barrier, which duplicates the output signal to match the
input signal. Repeaters can be grounded or ungrounded. Ungrounded repeater barriers are known as
“transformer-isolated barriers,” since the incoming voltage or signal is completely isolated from the outgoing
voltage or signal via a transformer. Digital inputs, such as mechanical and proximity switches, which are simple
devices, can be made intrinsically safe by using a switch amplifier. A switch amplifier is simply a relay or an
optocoupler (a high-speed relay that uses optical isolation between the input and the output) that transfers a
discrete signal (e.g., on/off) from the hazardous area to a safe area. Grounded safety barriers are passive devices
designed specifically to prevent excessive energy in a non-hazardous area from reaching a hazardous area. These
barriers can be used with most field devices. In order for such barriers to function properly, we must emphasize
the need for a solid, low impedance (<1Q) connection to ground to prevent ground loops and induced voltages,
which can hinder operation of the system.

Ignition Curves

All electrical circuits possess certain electrical characteristics that can be classified under three categories:
resistance, inductance, and capacitance. To some extent, all circuits possess these three characteristics.

5A

2A

1A

500 mA

200 mA

/— Methone

Groups D,F,G

Ignition current (1)

100 mA #+Groups C& E

50 mA

20 mA

Grolips A& B

10 mA

10 20 50 100 200
(a) Source voltage (V)

FIGURE 5.4 (a) Resistance circuit ignition curves for all circuit metals; (b) inductance circuit ignition curves at 24 V for
all circuit metals; (c) capacitance circuit ignition curves for groups A and B for all circuit metals.
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FIGURE 5.4 (Continued)

However, some of these characteristics may be so small that their effects are negligible compared with that
of the others; hence the terms resistive, inductive, and capacitive circuit. Since the concept of Intrinsic
Safety is based on the principle that a large electric current can cause an explosion in a hazardous area
and the lack of it cannot, we must identify the ranges of currents that are safe and those that are
dangerous.

What is a dangerous amount of electrical energy? The answer lies in the ignition curves. Ignition curves are
published in most intrinsic safety standards, such as ANSI/UL 913. Three of the most referenced curves are
shown in Figure 5.4. The curves show the amount of energy required to ignite various hazardous atmospheric
mixtures in their most easily ignitible concentration. The most easily ignitible concentration is determined by
calculating the percentage of volume-to-air between the upper and lower explosive limits of a specific
hazardous atmospheric mixture. In the three referenced curves, the energy levels (voltage and current) below
the group curve are not sufficient to cause an ignition of the referenced group.

Since specific ignition temperature is directly related to the amount of voltage and current consumed, both
Vo and I of the safety barrier must be less than V., and I,,,,. When designing an intrinsically safe system,
the cable resistance R (Q/m), the inductance L (uH/m), and the capacitance C (pF/m), which are inherently
distributed over the length of the cable, must be considered. The capacitance and inductance can be readily
obtained from the cable manufacturer’s literature. If these parameters are not available, certain default values
can be used based on NFPA 493/78 (A-4-2). They are C.=200 pF/m (60 pF/FT), L.=0.66 pH/m, and
(0.2 pH/FT). To determine the maximum wiring distance required to ensure proper operation, the capacitance
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FIGURE 5.4 (Continued)

and inductance must be calculated. One common approach uses “lumped parameters,” in which the voltage
and current of both the Intrinsically Safe Apparatus and the Associated Intrinsically Safe Apparatus are
compared and matched according to Equation (5.1) and Equation (5.2). Any deviation from either Equation
(5.1) or Equation (5.2) can compromise the integrity of the system and introduce hazardous conditions. The
reactive parts of the system must also be considered and verified to demonstrate that C, and L, values of the
Associated Apparatus are not be exceeded by the field device and the field wiring values as shown in Equation
(5.3) and Equation (5.4). This method, although simple and effective, tends to exaggerate the wiring
capacitance and inductance effect, which can be limiting in some applications. Another method takes
advantage of the relation between the cable resistance and inductance. This method can be used if the L/R ratio
of the Associated Apparatus is higher than the calculated L/R ratio of the cable. Under these conditions, the
lesser D, (maximum allowed distance) value can be ignored and the cable length can be extended to the higher
D, value. This method is more flexible where cable length is an issue. Figure 5.5 and the following example
illustrate these methods.
Lumped parameters method:

Voe = Vinax (5.1)

I < Lo (5.2)

SC
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Hazardous Area Non—Hazardous Area
Field Wiring Associated
Intrinsically
Intrinsically
Safe
Safe
Apparatus
Apparatus
Van=12V C =150 pF/m Vye=24V
Vinax =30 V L =2.0 uH/m o= 0.3 A
lmax = 0.5 A R =48 Q/km C, =0.45 uF
.=0.
C,=0.3 uF L,=35mH
Li=2.0mH L\R = 60 uH/Q

FIGURE 5.5 Analysis of an intrinsically safe system.

C.=C,—C 0.45uF—0.30uF = 0.15uF (5.3)

L.=sL,—-L;, 35mH—-20mH = 1.5mH 54
The maximum length of the field wiring, referred to its capacitance and inductance, is the lesser value of D,.

D, = 0.15 uF/150 pF/m = 1,000 m

D, = 1.5mH/2.0 yH/m = 750 m (maximum distance of field wiring)

L/R ratio method:
Since the cable L/R ratio of 41.6 pH/Q (2 pH/m / 48 Q/km) is less than the given Associated Apparatus L/R
ratio, the inductive effect can be ignored and the maximum distance can be increased to 1,000 m.

Certification and Approval

Although approval and certification processes help to provide safety, careful planning, designing, and
engineering are still necessary. Intrinsic safety standards, procedures, and tests are recognized worldwide.
Testing authorities include Underwriters Laboratories Inc. (UL) and Factory Mutual Research Corp. (FM) in
the United States, Canadian Standards Association (CSA) in Canada, and Physikalisch-Technische
Bundesanstalt (PTB) in Europe. Intrinsically safe products are suitable for all Classes, Divisions, and Groups
outlined in Table 5.2. It is imperative that the Intrinsically Safe product must be rated and classified for each
specific application (zone/class, division and group). Since air is made up of 79% nitrogen and 21% oxygen, IS
approvals are based on 21% oxygen concentration. A typical UL label identifies that the device is suitable for
intrinsic safe application in specific Zone/Class, Division and Group. A 21% oxygen concentration is common
within the industry and the approving agencies that test and certify instruments as intrinsically safe for normal
oxygen concentration. Oxygen concentration can vary; depending on the situation certain conditions can exist
well over 21% causing what is commonly called an “enriched environment” and can consequently increase the
risk of flammability.

In the United States, FM adopted two methods for testing and approving equipment to be used in
hazardous areas:

1. Loop (System) Approval — Where an Intrinsically Safe Apparatus is evaluated in combination with a
specific Associated Apparatus and is approved to be installed in this manner. Any changes to the circuit
require re-evaluation and certification (Figure 5.6).
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FIGURE 5.6 Loop approval. Intrinsically safe apparatus and associated apparatus are evaluated together. Shaded area
indicates evaluated for loop approval.
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FIGURE 5.7 Entity approval. Intrinsically safe apparatus and associated apparatus are evaluated separately.

2. Entity Approval — Where an Intrinsically Safe Apparatus and the Associated Apparatus are separately
evaluated and given their own electrical entity parameters (Figure 5.7). The correct application matches
the entity parameters shown in Table 5.3. When examining the safety of a circuit, it is crucial to compare
the entity values of an Intrinsically Safe Apparatus with an Associated Apparatus.

Most safety barriers are entity approved for all hazardous locations. Since most field devices have the ability
to store energy, they must have loop approval or entity approval for the proper construction and operation of
an intrinsically safe system.

Intrinsic safety engineers often advocate the use of intrinsically safe equipment for the following reasons:

1. Safety. No explosion can occur in an intrinsically safe system under any operating condition.
Intrinsically safe equipment operates on lower power levels and prevents shocks, excess thermal energy,
and arcing. In different systems and under various scenarios, shocks, thermal energy, and arcing may
cause a hazard.

2. Reliability. The components and assemblies of intrinsically safe circuits are tested for reliability before
they are labeled and certified. Most intrinsically safe equipment is designed with special circuitry to
provide surge suppression and to prevent spikes and transients.

3. Ease of handling and installation. Intrinsically safe systems tend to be small and do not require
expensive, bulky accessories such as enclosures, seals, and rigid metallic conduits which increase the
initial investment.

4. Economy. In some geographical locations, facilities containing hazardous conditions must carry special
liability insurance. With the proper installation of intrinsically safe circuits and equipment,
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the probability of an explosion is 10™® [8], or nearly nonexistent. As a result, insurance rates tend to be
lower.

5. Maintenance. Equipment may be calibrated and maintained without disconnecting power, thereby
resulting in less downtime.

The wiring of intrinsically safe systems is similar to any other application, but to ensure a proper
operating system, certain guidelines regarding identification and separation must be strictly followed. All
intrinsically safe components including terminal blocks, conductors, and intrinsically safe apparatus must be
explicitly marked and labeled. The conventional color used to identify intrinsically safe equipment is blue.
In an open wiring installation, intrinsically safe conductors must be physically separated from non-
intrinsically safe conductors by at least 50 mm (2 in.) so an induced voltage does not defeat the purpose of
intrinsic safety. Where intrinsically safe conductors occupy a raceway, the raceway should be labeled,
“Intrinsically Safe Circuits.” Intrinsically safe conductors should not be placed with non-intrinsically safe
conductors. Where a cable tray is used, a grounded sheet metal partition may be used as an acceptable
means of separation. Where intrinsically safe and non-intrinsically safe conductors occupy the same
enclosure, a 50 mm (2 in.) separation must be maintained. In addition, a grounded metal partition shall be
in place to prevent contact of any conductors that may come loose. Insulation deterioration of intrinsically
safe conductors of different circuits occupying the same raceway or enclosure can be detrimental to the
operation of the system. Intrinsically safe conductors must have an insulation grade capable of withstanding
an AC test voltage of 550 V root-mean-square (rms) or twice the operating voltage of the intrinsically safe
circuit. Non-intrinsically safe conductors in the same enclosure with intrinsically safe conductors must have
an insulation grade capable of withstanding an AC test voltage of 2U+1,000 V, with a minimum of 1,500 V
rms, where U is the sum of rms values of the voltages of the intrinsically safe conductors. A commonly
used and highly recommended practice utilizes separate compartments for intrinsically safe and non-
intrinsically safe conductors. In addition to physical separation of IS conductors and non-IS conductors,
sealing of conduits and raceways housing IS conductors is essential to prevent the passage of gases, vapors,
and dusts from hazardous to non-hazardous areas. According to the NEC, Seal-Offs are not required to be
explosion-proof. Where an Associated Apparatus is installed in an explosion-proof enclosure in a
hazardous area, Seal-Offs must be explosion-proof. Although it is not required by Code, it is a good
engineering practice to install explosion-proof Seal-Offs on conduits housing IS conductors, as shown
in Figure 5.8.

FIGURE 5.8 Explosion-proof seal-off fitting. (Photography copyright of Cooper Crouse-Hinds.)
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IS Ground Rules

Grounding of IS systems is one of the most important design features. A properly grounded system will help
ensure the proper performance of the IS system, while a poorly designed IS ground system can potentially
create more hazard by creating noise on the circuit or altering the signals. Examples of grounding systems are
shown in Figure 5.9. The first step in IS ground design is to understand and identify the type of barrier used.
There are two types of barriers:

1. Grounded barriers: usually small, less expensive and require a separate ground connection.
2. Isolated barriers: usually bulky, more expensive and do not require a ground connection.

A properly designed IS ground system includes:

. Low resistance path to earth (less than 1 ohm)

. Properly sized grounding wire (minimum of 12 AWG)

. Solid, secure, permanent, and most importantly, visible ground connection

. A separate and isolated ground wire to avoid different ground potentials

. One ground connection to earth

. Redundant ground wire (although not required, it is a good engineering practice)

AU s WD =

Explosion-Proof “d”

Explosion-proof design is a mechanical concept that relies heavily on the mechanical construction of an
enclosure and the narrow tolerances between its joints, threads, and flanges to safely contain, cool, and vent
any internal explosion that may occur. By definition, explosion-proof enclosures must prevent the ignition of
explosive gases or vapors that may surround it (Type 7 and Type 10 enclosures only). In hazardous areas, Class
I, Divisions 1 and 2, arcing devices, such as switches, contactors, and motor starters must be enclosed in an
explosion-proof enclosure specifically rated for that area. Contrary to popular belief, explosion-proof
enclosures are not and should not be vapor-tight. Succinctly stated, an explosion inside an enclosure must be
prevented from starting a larger explosion outside the enclosure. Unlike intrinsic safety, explosion-proof
enclosures address the maximum internal pressure (see NEMA Type 7 enclosures). Figure 5.10 illustrates the
rugged construction of a standard explosion-proof panelboard.

In addition to its durability and strength, explosion-proof enclosures must also be “flame-tight.” The joints
or flanges must be held within narrow tolerances to allow cooling of hot gases resulting from internal
explosions. In this way, if any gases are released into the outside hazardous atmosphere, they are cool enough
not to cause ignition outside the enclosure and consequently, create a hazard outside the enclosure. Explosion-
proof enclosures tend to be bulky (making them easy to identify) and heavy, requiring conduit seals and
careful handling. Unlike intrinsically safe equipment, explosion-proof equipment operates on normal power
levels, which are necessary due to the high power requirements of some circuits and equipment. With the
proper equipment, installation, and maintenance, explosion-proof enclosures can safely and effectively
distribute high levels of voltage and power into hazardous areas.

Where ignitible amounts of dust are present, enclosures housing electrical equipment must be dust-ignition-
proof. These enclosures must exclude combustible dusts from entering, while preventing arcs, sparks, or heat
generated internally from igniting dust surrounding the exterior of the enclosure. These enclosures must also
efficiently dissipate the heat generated internally, since many types of dust will ignite at relatively low temper-
atures. Unlike Class I, Division 1 explosion-proof enclosures (Type 7), Class II, Division 1 dust-ignition-proof
enclosures (Type 9) are designed to prevent an explosion. Subsequently, dust-ignition-proof enclosures need not
be as strong or have walls as thick as explosion-proof enclosures, since there will be no internal explosion.

Dust-Ignition Proof

By far, dust explosions are one of the most complex and least understood hazards and thus, the most
dangerous. Dust is a solid material no larger than 500 p (1 micron equals one millionth of a meter) in cross
section. The smaller the dust particles, the more explosive they are. Dust alone is not explosive; therefore, it
must be disturbed so that every particle is surrounded by oxygen (air) in order to create a hazardous
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FIGURE 5.9 (a) Example of a properly grounded LS. System (photography copyright of Cooper Crouse-Hinds);
(b) example of a poorly grounded LS. System (photography copyright of Cooper Crouse-Hinds).

condition. A dust-ignition-proof component prevents dust entering from outside. Arcs, sparks, and heat
generated inside of the enclosure will not be allowed to ignite the exterior surroundings near the component.
Dust explosion requires five ingredients: (1) ignitable dust; (2) confinement (with enough concentration); (3)
suspension (disturbed dust); (4) oxygen; and (5) source of ignition.
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FIGURE 5.10 Explosion-proof junction box. (Photography copyright of Cooper Crouse-Hinds.)

Purging and Pressurization “p”’

This methodology allows the safe operation of electrical equipment where hazardous conditions exist and
where no other methodology is applicable because of the imperative high-energy demands and actual physical
dimensions. This is true for large-sized motors and switchgear units where they are not commercially available
for Class I, Group A and B. In addition, this methodology is used when control panels that house the
instruments and electrical equipment must be located in hazardous areas. Purging and pressurization (P&P) is

a protection method that relies on clean air or non-explosive gas (e.g., nitrogen) to be continuously supplied
to the enclosure at sufficient flow and volume to keep the equipment adequately cooled and to provide
adequate internal pressure to prevent the influx of combustible atmospheres into the enclosure. Although the
enclosures are not explosion-proof, they must be relatively vapor-tight and must have adequate strength to
perform safely and satisfactorily. A typical P&P system consists of:

1.

Clean Air (or non-explosive gas) Supply: Careful study and analysis is of crucial importance to this
process because the air supplied must be reasonably free of contaminants. Finding a safe location for an
air intake requires skill and ingenuity. Consulting with an HVAC specialist is recommended. Other
factors such as vapor density, location, wind pattern, and surrounding environment should also be
considered. Where compressors and blowers are used to supply compressed air, caution must be
exercised when selecting the proper compressor or blower size and location in order to meet air flow
requirements without compromising the main objective of safety and reliability.

. Purging: A pressurized enclosure that has been out of service for some time tends to collect a

combustible mixture. Before energizing, clean or non explosive gas and positive pressure must provide a
sufficient initial clean air volume to minimize the concentration of any combustible mixture that may be
present. For typical applications, a flow of five times the internal volume of the enclosure is usually
sufficient to minimize the concentration of combustible mixture that may exist. For unusual
applications, the flow volume must be carefully calculated to ensure the success of the purging process.

«

. Pressurization “p”: This process uses the concept of pressure differential between the outside and the

inside of the enclosure to keep flammable materials from entering. This is accomplished by maintaining
a higher pressure on the inside of the enclosure. For safe operation, the protected enclosure must be
constantly maintained at a positive pressure of at least 25 Pa [2] (0.1 in. water) above the surrounding
atmosphere during the operation of the protected equipment.

If the purging phase is stalled or interrupted due to insufficient time or drop in flow or simply because the
enclosure fails to maintain a positive internal pressure, the enclosure/equipment must be de-energized and an
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alarm indication is initiated for Zone land Zone 2 respectively. If either purging or pressurization fail to
complete its cycle, the purging cycle starts be restarted and the two passed must be fully completed before
power is applied. The P&P process is normally controlled by a Purge Control Unit (PCU) which is required to
measure flow (air volume- purging) and pressure (internal/external), and time. Just like any other piece of
equipment to be used in hazardous areas, the operation of the PCU must also be assessed under abnormal
operating conditions such as fault conditions, relay failure, etc., since improper operation of the PCU can have
enormous safety impact. As a minimum, the enclosure that encapsulates the apparatus must conform to IP 40
protection (protection against solid foreign bodies =1 mm in diameter). The enclosure must have sufficient
mechanical integrity to withstand impacts, overpressures while at the same time allow for ease of flow of air.
The enclosure must prevent the communication of flames, sparks to the explosive surrounding outside the
enclosure. One way to do that is by installing a spark arrestor on the air outlets, or by venting the air to a non-
hazardous area free of explosive mixtures. There are two types of pressurization, namely:

1. Static Pressurization (SP): Also known as constant flow. Air supplied and pressurized continu